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I

PREFACE

This book has been written by researchers who share the common trait 
of admiration for the research process. The aim of the book is to support the 
academicians and students who do research in social sciences, for gaining 
competence, skills, and knowledge on statistical analysis, interpretation, and 
reporting. For this purpose, attention was paid to using plain, simple, and 
understandable language as much as possible in the writing of the book and to 
supporting the examples with real research data. The book is short and concise 
in its design. An effort has been made to focus only on the basic concepts in the 
book.

The book aims to introduce undergraduate and graduate students to the 
scientific research process and to be a companion in the analysis process. 
Readers can do the analysis they need and report the results by simply selecting 
the topic they are interested in, without examining the entire book. In addition, 
the examples given about the topics in the book were first explained theoretically 
and then solved with SPSS and AMOS package programs. Unlike textbooks, 
this book aims to present different methodological applications about not only 
“research methods” (experimental data collection and analysis), but the whole 
“research process” from start to finish. In this respect, it shows that there may be 
more than one alternative on the way to the goal.

We would like to express that the success of the effort to produce this book 
has come from the continued support and encouragement we receive from many 
academics. You can obtain the SPSS data required to follow the analyzes in the 
book and to do it simultaneously with the book from www.indataanalysis.com

Your opinions are valuable to us.
lsurucu@yahoo.com
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C H A P T E R  1

CALCULATING SCALE AVERAGE

Almost all research in the social sciences is conducted by detecting 
latent variables through observed variables. For example, to measure 
(determine) job satisfaction in employees, certain statements are 

presented to the participants and they are expected to respond to these statements 
in varying degrees ranging from “Strongly Disagree” to “Strongly Agree”. 
For example, let’s assume that the researcher is studying job satisfaction, and 
there are 5 statements on the scale aimed at determining job satisfaction. The 
participant’s answers to these 5 statements determine their job satisfaction level. 
Calculating the scale average means dividing the sum of the scores obtained 
from the participants’ responses to the 5 statements in the scale by 5. Thus, 
the scores given by the participants to the expressions in the job satisfaction 
scale are represented by a single value and this data are used in all analyses. 
Therefore, before proceeding with the analysis, the scale average of all the 
variables included in the research should be obtained.  
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CALCULATING THE SCALE AVERAGE WITH SPSS

To perform the operations to calculate scale averages, the “Data-0.sav” file must 
be opened (You can access this file from the address www.indataanalysis.com).

The following steps should be followed:

1. Transform ---> Compute Variable….

Figure 1.1. SPSS “Tranform” Login Screen

2. On the screen that opens, the relevant tabs are selected.

Figure 1.2. Formula Screen-1

After having completed these processes correctly, the following sreen is 
displayed:

Figure 1.3. Numeric Expressions Screen-1
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3. After creating the appropriate formula, each expression of the relevant 
variable is double-clicked and a comma (,) is added to the formula after each 
expression. Then, by double-clicking on the other expressions, it is ensured that 
all expressions in the scale are included in the formula. 

Figure 1.4. Formula Screen-2

Figure 1.5. Numeric Expressions Screen-2

4. After the scale average has been created, the following output is seen 
in the SPSS output (Figure 1.6). This output indicates that the operation has 
been completed successfully. The researcher must verify from this output 
that the correct statements are included in the scale average. A mistake that is 
commonly made is that not all of the expressions in the scale are included in 
the formula. For example, although there are 5 expressions in the scale used 
for job satisfaction, a common mistake is for the scale average to only have 
3 or 4 expressions. Another mistake is where the expression of another scale 
is included in the formula. For example, in addition to 5 statements about 
job satisfaction, another scale’s statement may be included in the formula 
and the scale average of the job satisfaction scale is then evaluated with 6 
statements. 
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Figure 1.6. SPSS Output

5. On the “Variable View” screen of SPSS, the newly created “C_JobSat” 
scale average can be seen on the 20th line.

Figure 1.7. SPSS Variable View

6. In addition, the newly created “C_JobSat” scale average can also be seen 
on the “Data View” screen of SPSS. All subsequent analyses will be performed 
with the newly created “C_JobSat” scale average.

Figure 1.8. SPSS Data View
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ERROR SCREENS IN SPSS 

In our example, the correct formula is as follows:
MEAN(JobSat1,JobSat2,JobSat3,JobSat4,JobSat5) 
However, some mistakes could be made while creating a formula in SPSS. 

Possible error screens and their causes are summarized below.

Figure 1.9. SPSS Error Screen-1

If an invalid character is used while specifying the variable name, the above 
warning will be displayed. In this case, it is likely that the researcher created 
the scale denomination in the “Target Variable” section with an inappropriate 
character.

For example;

(a) C JobSat ---> No spaces should be left in the denomination. It is actually
C_JobSat (the underscore ( _ ) symbol could also be used). 

(b) C_JobŞat ---> Turkish characters should not be used (like the letter ş).
It should be C_JobSat. However, this is not a problem in the latest versions of 
SPSS.

(c) Characters such as -, *, ?, \, /, !, ^, & should not be used. An underscore
(_) or full stop (.) could be used.

(d) The creation of a scale denomination containing more than 64 characters
in the “Target Variable” is another reason for this error.
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This is an error that may occur if there are extra characters in the formula 
(Figure 1.10).

MEAN(JobSat1,JobSat2,,JobSat3,JobSat4,JobSat5) 
MEAN(JobSat1,JobSat2,JobSat3,JobSat4,JobSat5,)

Figure 1.11. SPSS Error Screen-3

If the formula is created incorrectly, the above error is displayed 
(Figure 1.11).

As seen in this example
(MEAN(JobSat1 JobSat2,JobSat3,JobSat4,JobSat5)), a comma has not been 
added between the two expressions

Figure 1.12. SPSS Error Screen-4

If the formula is not completed, this error is displayed (Figure 1.12). In the 
example below, the parenthesis “)” at the end of the formula has been omitted.

MEAN(JobSat1,JobSat2,JobSat3,JobSat4,JobSat5

Figure 1.10. SPSS Error Screen-2
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Another common situation is where the “OK” button is not active to 
complete the scale merging process. In this case, it is likely that the researcher 
used an invalid character in the formula. For example, there is a “Question 
mark” in the formula shown below.

MEAN(JobSat1,JobSat2,JobSat3,JobSat4,JobSat5,?)

Figure 1.13. SPSS Error Screen-5
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C H A P T E R  2

NORMAL DISTRIBUTION

Normal distribution tests are some of the most commonly used tests in 
statistical analysis. These tests are performed to determine how the 
data are distributed, which is also called “the Gaussian distribution” 

in the literature. After the studies of Carl Friedrich Gauss, the normal distribution 
formed the basis of parametric statistical analyses, and many statistical analysis 
methods in SPSS are based on the assumption that the data has a normal 
distribution. Therefore, normal distribution is a prerequisite for many analyses.

If analyses are conducted without checking the data distribution, this can 
negatively affect the validity and reliability of the statistical data. In addition, the 
normality test determines which analyses will be performed on the existing data set. 
Statistical tests in SPSS are divided into “parametric tests” and “non-parametric 
tests”. While “parametric tests” are applied for normally distributed data, “non-
parametric tests” are applied for data that do not have normal distribution.

In parametric tests, the normal distribution of the data requires equal 
variances, while the data should be measured as intervals or ratios. Although 
parametric tests provide strong statistical values, according to the Central Limit 
Theorem (CLT), parametric tests should not be preferred for data with a sample 
size of less than 30. In general, it could be said that parametric tests give more 
robust results than non-parametric tests.

Non-parametric tests are performed when the data do not have a normal 
distribution, their variances are not equal, and the data are measured with a 
nominal or ordinal scale (categorical data). They are also preferred in cases 
where the number of participants (sample) is relatively small (n<30).

Examples of parametric and non-parametric tests are presented below.
Table 2.1. Tests in accordance with the distribution of data

Parametric Tests Non-parametric tests
Pearson Correlation Test (r) Spearman Correlation Test (rho)
Dependent sample t-test Wilcoxon Signed-Rank Test
Independent sample t-test Mann-Whitney U Test
One-way ANOVA for independent samples Kruskal-Wallis H Test
Repeated Measures Anovas Friedman Test
    ---- Chi-Square Test
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There are two main methods for evaluating data distribution: statistical 
tests and graphical methods (based on visual inspection).

Statistical tests provide more objective results about the distribution of 
data. However, they have significant disadvantages as they are less sensitive 
to low-sampled data and excessively (strictly) sensitive to large-sampled data. 
Therefore, when performing statistical testing, interpretation according to 
graphical methods may be preferred for evaluating the data distribution in cases 
where the statistical analysis may be overly sensitive. However, it should not be 
forgotten that interpretation according to graphical methods is used to make a 
subjective judgment and therefore lacks objectivity.

It is a more accurate approach for researchers who do not have sufficient 
experience in interpreting the data distribution according to graphical methods 
to rely on statistical tests and act accordingly.

Statistical and graphical tests performed to determine whether the data 
have a normal distribution are presented below.

Statistical tests:

1.	Test of Normality (Kolmogorov-Smirnov and Shapiro-Wilk tests)
2.	Skewness and Kurtosis Values

Graphical tests:

1. Histogram Diagram
2. Q-Q Plot Charts
3. Stem and Leaf Plot
4. Box Plot Chart

Determination of the distribution of the data can be performed with the 
AMOS program (with multiple normal distribution tests) as well as SPSS. At 
all stages of our book, we will firstly analyze with the SPSS program and then 
with the AMOS program. The selection of the program to use is at the individual 
researcher’s discretion.
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NORMAL DISTRIBUTION ANALYSIS WITH SPSS

Open the “Data-1.sav” file to perform analyses for the determination of 
data distribution (You can reach this file at www.indataanalysis.com).

The following steps should be followed:

1. Analyze ---> Descriptive Statistics ----> Explore….

Figure 2.1. SPSS “Analyze” Screen

2. On the screen that opens, the scale averages of the variables included
in the research are moved to the “Dependent List” section and the “Statistics” 
button is clicked.

Figure 2.2. SPSS “Explore” Screen

If attention is paid here, the expressions about job satisfaction are 
transferred to the “Dependent List” section of the scale’s average (Compute), 
not one by one. The scale average topic is explained in detail in the first chapter 
of the book.
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3. “On the Statistics” screen, the relevant sections are selected and the 
“Continue” button is clicked.

Figure 2.3. SPSS “Explore: Statistic” Screen

4. On the “Plots” screen, the relevant sections are selected and the 
“Continue” button is clicked.

5. On the “Options” screen, the relevant sections are selected and the 
“Continue” button is clicked.

Figure 2.5. SPSS “Explore: Options” Screen
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Interpreting Statistical Methods in SPSS Output

SPSS displays the output of several tables and graphs related to statistical 
data. However, not all of these outputs are actually for normal distribution. 
One reason for this is that the “Explore” command is not only used for testing 
normality, but also for describing data in many different ways. In our study, only 
the tables and graphs given for normality will be interpreted.

It was previously stated that there are two types of methods for assessing 
normality: statistical tests and graphical methods. In the outputs of SPSS, we 
will first examine the findings for statistical tests and then evaluate normality 
according to graphical methods.

 Statistical tests: 

Table 2.2. Case Processing Summary

Interpreting Statistical Methods in SPSS Output 

SPSS displays the output of several tables and graphs related to 
statistical data. However, not all of these outputs are actually for 
normal distribution. One reason for this is that the "Explore" 
command is not only used for testing normality, but also for 
describing data in many different ways. In our study, only the 
tables and graphs given for normality will be interpreted. 

It was previously stated that there are two types of methods for 
assessing normality: statistical tests and graphical methods. In the 
outputs of SPSS, we will first examine the findings for statistical 
tests and then evaluate normality according to graphical methods. 

 Statistical tests:  

 

 

 

 

This table contains information on the overall sample size, missing 
data, and percentages.   

 

 

 

 

 

Sample Size Percentage Missing 
Value 

Numbers 

Missing Value 
Percentage 

Table 2.2. Case Processing Summary 

This table contains information on the overall sample size, missing data, 
and percentages.  

Table 2.3. Tests of Normality

This table contains the results of the normality analysis. The test of 
normality in SPSS is evaluated according to the results of the “Kolmogorov-
Smirnov” and “Shapiro-Wilk” tests. These tests are generally accepted and 
well-known in the literature. The “Kolmogorov-Smirnov” test is more suitable 
for large-sampled data (N>50), while the “Shapiro-Wilk” test is more suitable 
for small-sampled data (N<50); however, the “Shapiro-Wilk” test can also be 
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preferred by researchers using data with large sample sizes (N<2000). In this 
sense, the commonly preferred test in the literature is the “Shapiro-Wilk” test. 
The “Shapiro-Wilk” test is a regression type test that uses correlation to detect 
data distribution. 

The Sig (p) value should be examined to determine whether the data follow 
a normal distribution. If the P-value is ≤ 0.05 (i.e., Sig < 0.05), the data are not 
normally distributed. In fact, since the results of our analysis (Kolmogorov-
Smirnov= 0.082, df=156, p<0.05) and (Shapiro-Wilk = 0.969, df = 156, p< 0.05) 
are statistically significant, it could be stated that the data do not have a normal 
distribution according to the Kolmogorov-Smirnov and Shapiro-Wilk tests. This 
conclusion is based on the significant p< 0.05 value in the Kolmogorov-Smirnov 
test (sig = 0.013) and the Shapiro-Wilk test (sig.001). However, these results 
are obtained in the majority of studies conducted in the social sciences (i.e., 
p < 0.05). These tests do not provide robust results in Likert-type scales and 
particularly with regard to large-sampled data. For this reason, these tests are 
generally not taken into account in research conducted in the social sciences and 
the normal distribution is evaluated according to the “Skewness and Kurtosis” 
values. Here, as a small tip, it is useful to mention the following. If you plan 
to use a Likert-type scale in your research (5, 7, 9), using a 9-point Likert-type 
scale ensures that the data are normally distributed and the reliability coefficient 
is higher than other Likert-type scales.

The descriptive statistics table presents the “Skewness and Kurtosis” 
values for the determination of the normal distribution (Table 2.4).

Table 2.4. Descriptive Statistics
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The Descriptive statistics table presents a significant amount of information 
to the researcher, including the median, variance, and standard deviation value 
of the data. However, the most important values in the “Descriptives” table are 
the Skewness and Kurtosis values. Skewness in statistics is a measure of the 
asymmetry of the probability distribution about the mean of a random variable. 
In other words, the Skewness value informs us about the size and direction of
the skewness (away from horizontal symmetry). The skewness value could be 
positive, negative or even undefined. If the skewness value is 0, the data are truly 
symmetrical, but this is unlikely to be the case for social science research. The 
Kurtosis value presents the height and sharpness of the central peak according 
to a standard bell curve.

If we return to our analysis to determine the data distribution, the Skewness 
value of job satisfaction is -0.306 and the Kurtosis value is -0.686. These values 
show that the data have a normal distribution because Skewness and Kurtosis 
values between -1.5 and +1.5 indicate that the data are normally distributed.

As a general approach:
For Skewness and Kurtosis values:

- A value between -1.5 and +1.5 indicates that the data have a normal
distribution.

 - If it is between -1 and +1, the data distribution is moderately skewed,
- A value between -0.5 and +0.5 suggests the data distribution is

approximately symmetrical.

There are different interpretations in the literature regarding these values.
Hair et al. [1] stated that if the Skewness and Kurtosis values are in the 

range of -1 to +1, the data have a normal distribution.
George and Mallery [2] stated that a Skewness and Kurtosis value between 

-1 and +1 is considered excellent for most psychometric tests, but a value 
between -2 and +2 is also acceptable.

Tabachnick and Fidell [3] stated that a Skewness and Kurtosis value 
between -1.5 and +1.5 is sufficient for normality.

Kim [4] stated that the value obtained by dividing the Skewness and 
Kurtosis values by the standard error should be below 1.96. The formula 
proposed by Kim [4] is presented below:

If we return to our analysis to determine the data distribution, the
Skewness value of job satisfaction is -0.306 and the Kurtosis value
is -0.686. These values show that the data have a normal
distribution because Skewness and Kurtosis values between -1.5 
and +1.5 indicate that the data are normally distributed.

As a general approach:

For Skewness and Kurtosis values:

- A value between -1.5 and +1.5 indicates that the data have a
normal distribution.

- If it is between -1 and +1, the data distribution is moderately
skewed,

- A value between -0.5 and +0.5 suggests the data distribution
is approximately symmetrical.

There are different interpretations in the literature regarding these
values.

Hair et al. [1] stated that if the Skewness and Kurtosis values are in
the range of -1 to +1, the data have a normal distribution.

George and Mallery [2] stated that a Skewness and Kurtosis value
between -1 and +1 is considered excellent for most psychometric
tests, but a value between -2 and +2 is also acceptable.

Tabachnick and Fidell [3] stated that a Skewness and Kurtosis
value between -1.5 and +1.5 is sufficient for normality.

Kim [4] stated that the value obtained by dividing the Skewness
and Kurtosis values by the standard error should be below 1.96.
The formula proposed by Kim [4] is presented below:

ZKurtois, Skewness = 96.1<
.ErrorStd

Statistics
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Interpreting Graphical Methods in SPSS Output

The graphical methods used are as follows: histogram diagram, Q-Q plot, 
Stem and Leaf, and box plots. These methods give robust results if the researcher 
does not decide on the normal distribution based on a single graph but confirms 
the normality with several graphs.

Histogram Diagram

Figure 2.6. Histogram Diagram

Among the different graphical methods, interpreting a Histogram diagram 
is relatively more complex. In general, the frequency values of the bars in the 
above graph are expected to resemble a graphical curve with normal distribution. 
In other words, the bars in the graph should have a symmetrical distribution like 
a bell curve. Although there is a partially negative skewness in our study, it 
could be said that it is very close to normal distribution.

Accurately assessing the normality of data in interpretations based on 
graphs requires extensive experience. Therefore, mistakes are often made this 
process. If you are unsure about your ability to interpret the graph correctly, it 
is recommended that you rely on numerical methods instead. However, data 
that appear to have a normal distribution graphically may not be normally 
distributed in the theoretical sense. For this reason, the best approach is to decide 
by checking all methods (statistical and graphical methods) instead of making a 
decision by examining a single graph.
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Q-Q Plot Charts

Figure 2.7. Normal Q-Q Plot Chart

Figure 2.8. Detrended Q-Q Plot Chart

Stem and Leaf Plots

Figure 2.9. Stem and Leaf Plots
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Another graphical method is the stem-leaf plot. This graph shows that the 
data for the job satisfaction scale used in our study are partly skewed to the left, 
but very close to normal distribution.

If we review all of the graphs again, we found that the data in the Histogram 
diagram were very close to the curve showing the normal distribution, but 
the data on the right of the diagram (shown as bars) extended beyond the 
normal distribution curve; in other words, the data are partially skewed to 
the left (negative skewness). In the Detrended Q-Q Plot, we determined that 
the deviation values of the data from the normal distribution were very low; 
however, the deviation in the negative value (approximately -0.4 on the chart) 
was higher than the positive value (approximately 0.15 on the chart); in other 
words the data were partially skewed to the left. Next, we checked the stem-leaf 
plot and we found that the curve showing the normal distribution in this graph 
did not include the values on the right; in other words, it was partially skewed 
to the left. Therefore, all the graphical methods examined thus far show that the 
data are very close to the normal distribution.

One of the main reasons why data do not have a normal distribution is that 
there are extreme values in the data. These values are caused by researchers 
making mistakes while transferring the data into the SPSS program (for 
example, writing 255 instead of 25 when entering the age of a participant) or the 
careless responses of a participant to the statements in the questionnaire. Another 
possibility is that one participant has contradictory thoughts compared to the 
other sample group; however, this situation is rarely encountered. Controlling 
and removing these extreme values that distort the normal distribution from the 
analysis ensures that the data, albeit partially, return to a normal distribution. 
Therefore, it should be verified whether such values exist. The boxplot, which 
shows the extreme values, can guide researchers in this sense. 

To facilitate the understanding of extreme values in the boxplot, it will 
be useful to give an example. When the chart below is examined, it is seen that 
the 1st data is the over extreme value, while the 86th and 171st data are the 
extreme values. It is useful to exclude these data from the analysis. However, 
this decision is at the discretion of the researcher. If the data show a normal 
distribution despite the existence of extreme values, these data may not be 
excluded from the analysis.
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Figure 2.10. Example Box Plot Chart

After the example given to better understand the boxplot showing the 
extreme values, let’s return to our study.

Box Plot Chart

Figure 2.11. Box Plot Chart

All statistical and graphical methods performed show that the data in our 
study have a normal distribution. If the data does not have a normal distribution, 
the most important action is to remove outliers or transform the data (log or 
square root of the data). However, if normality cannot be achieved despite the 
omission of the extreme values, it is a more proper approach to perform non-
parametric tests. Before performing non-parametric tests, the requirements 
of the data for non-parametric tests need to be checked. Remember that non-
parametric tests also have certain assumptions and prerequisites.
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REPORTING FINDINGS

Several methods can be used in the interpretation of analyses for normal 
distribution in studies. A sample report is presented below for researchers who 
want to provide detailed analysis results.

Table 2.5. Test of Normality

Mean Standard 
Deviation

Skewness Kurtosis

Job Satisfaction 3.44 .959 -.306 -.686
Transactional Leader 3.83 .773 -.214 -.834
Charismatic Leader 3.33 1.128 -.245 -.858

An examination of Table 2.5 reveals that the skewness and kurtosis values 
are as follows: job satisfaction (-0.306/-0.686), transactional leader (-0.214 
/-0.834), and charismatic leader (-0.245/-0.858). The fact that the skewness and 
kurtosis values of the variables included in the research are between -1.5 and 
+1.5 reveals that the data have a normal distribution. For this reason, parametric 
tests were performed in the study.
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INTRODUCTION TO AMOS PROGRAM

We consider that it would be beneficial to introduce the AMOS program before 
performing the analysis. Therefore, in this part of the book, the basic structure 
and usage features of the AMOS program will be briefly explained. More 
detailed information on the subject can be found in the book titled “Yapısal 
Eşitlik Modellemesi AMOS Uygulamaları (Applications of Structural Equation 
Modeling AMOS)” by Meydan and Şeşen [27].

 When the AMOS Graphics program is opened, the main window shown in 
Figure 2.12 will be displayed.

Figure 2.12. Main Screen of AMOS Graphics Program

The main screen of the program consists of four parts. The first of these is 
a blank page that forms the majority of the screen on which the drawings will be 
made. The second part is the part on the left of the window that contains various 
quick function (shortcut) buttons. The third part is the darker part between these 
two. In this section, two structural model shapes will be drawn at the top, one 
of which is colored and the other is colorless. The colored figure is used to 
show the drawing model, and the colorless figure is used to show the resulting 
(completed research) model. The fourth part of the program screen contains 
the menus arranged on the top of the screen, which has the structure of classic 
Windows programs.
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Table 2.6. Buttons in the Main Menu (adapted from Meydan and Şeşen [27])

Nu. Button Name of Button Function

1 Rectangle Draws an observed variable

2 Ellipse Draws an unobserved (latent) variable

3 Indicator
Draws a latent variable or adds an indicator 
to a latent variable

4
Path (single-headed 
arrow)

Draws a regression path

5
Double-headed 
arrow

Draws a covariance (mutual relation)

6 Error Adds an error term to an observed variable

7 Title Figure captions

8 Variable list-1 Lists the variables in the model

9 Variable list-2 Lists the variables in the data set

10 Single selection Selects an object at one time

11 Multiple selection Selects many objects at one time

12
Deselect multiple 
selection 

Deselects multiple selection

13 Copy Creates copies of the selected object(s)

14 Move
Moves the selected object(s) to the desired 
location

15 Delete Deletes the selected object(s)

16 Change the shape Changes the shapes of the object(s)
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17 Rotate Rotates the indicators

18 Reflect Reflects the indicators

19 Move parameter
Moves the parameter to the desired 
location

20 Move screen Moves the main screen

21 Touch Arranges the touched variable’s paths

22 Data file Selects the data file and reads it

23 Analysis properties Used to design the analysis properties

24
Calculate the 
estimates

Runs the model

25 Copy to clipboard Copies the model to the clipboard

26 View text Shows the results in the text

27 Save Saves the diagram

28 Object properties Defines the object properties

29 Drag Drags the properties between objects

30 Preserve symmetry Equals the distance between objects

31 Zoom Zooms a selected area

32 Zoom in Views a smaller area of the path diagram



24       REGRESSION, MEDIATION / MODERATION, AND STRUCTURAL EQUATION . . .

33 Zoom out Views a larger area of the path diagram

34 Zoom page Shows the entire page on the screen

35 Resize Resizes the page to fit to the page

36 Magnify Examines a specific part of the diagram

37 Bayesian Calculates Bayesian statistics

38 Multigroup Conducts a multi-group analysis

39 Print Prints the diagram

40 Undo-1 Undoes the last action

41 Undo-2 Undoes the last undo

42 Specification search Opens a screen for a specific search

The AMOS program offers many tools with which users can draw models. 
These tools are represented by a button that performs its specific functions. 
These tools are listed vertically on the left side of the main page of the program. 
There are 42 buttons in total. The buttons in the program, their names, and their 
functions are explained in Table 2.6. When the mouse is moved over the buttons 
when drawing a model, the operation will be automatically seen. However, 
those that are most frequently used in model drawing are the indicator and 
error buttons. The AMOS program also includes many user-friendly shortcut 
applications. For example, using the “Name Unobserved Variables” command 
under the “Plugins” tab, all variables in an extremely complex model can be 
named in a single operation. As users use the program in different models and 
analyses, their capability will also improve.
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IMPLEMENTATION OF THE AMOS PROGRAM

A multivariate normal distribution test can be performed with the AMOS 
program. The data in the “Data-1.sav” file, for which a single normal distribution 
test was performed with SPSS above, will be tested with AMOS. Before 
performing this analysis, the model is first drawn as seen in Figure 2.13. For 
details on drawing the model, see the section on model drawing with AMOS. 
The model drawing process will not be explained here. However, according to 
the model above, charismatic and transactional leadership are the independent 
variables, and job satisfaction is the dependent variable. Here, drawing the 
model as a correlational model will not produce a different result in the context 
of normality testing. There are 6, 4, and 5 observed variables for each variable 
in the data set, respectively. After drawing the model, the “Data-1.sav” file is 
opened as the data set and the related observed variables are assigned. The first 
level latent variables are named “F” factors.

IMPLEMENTATION OF THE AMOS PROGRAM 

A multivariate normal distribution test can be performed with the 
AMOS program. The data in the "Data-1.sav" file, for which a 
single normal distribution test was performed with SPSS above, 
will be tested with AMOS. Before performing this analysis, the 
model is first drawn as seen in Figure 2.13. For details on drawing 
the model, see the section on model drawing with AMOS. The 
model drawing process will not be explained here. However, 
according to the model above, charismatic and transactional 
leadership are the independent variables, and job satisfaction is the 
dependent variable. Here, drawing the model as a correlational 
model will not produce a different result in the context of normality 
testing. There are 6, 4, and 5 observed variables for each variable in 
the data set, respectively. After drawing the model, the “Data-
1.sav” file is opened as the data set and the related observed 
variables are assigned. The first level latent variables are named 
“F” factors. 

 

 

Figure 2.13. Multiple normal distribution test model 

 

Figure 2.13. Multiple normal distribution test model

After the data set is attained, the “Analysis Properties” tab is selected 
under the “View” menu before proceeding to the analysis. In the Analysis 
Properties tab, the “Tests for normality and outliers” tab is selected, as shown 
in Figure 2.14. Thus, it will be ensured that the normality test is performed after 
the analysis.
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Figure 2.14. “Tests for normality and outliers” tab under “Analysis Properties”

Then, the analysis is performed by clicking on “Calculate Estimate”. The 
results of the analysis are displayed by clicking the “View Text” button. As seen 
in Figure 2.15, when the “Assessment of Normality” option is selected, the 
normality test results will be displayed.

Then, the analysis is performed by clicking on “Calculate 
Estimate”. The results of the analysis are displayed by clicking the 
"View Text" button. As seen in Figure 2.15, when the "Assessment 
of Normality" option is selected, the normality test results will be 
displayed. 

 

 

Figure 2.15. Results for the “Assessment of Normality” option 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.15. Results for the “Assessment of Normality” option
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The results are shown in Table 2.7 for better visibility. Copy/paste functions 
can be carried out by using the right mouse button, which allows the results to be 
taken as a table and copied to the Microsoft Office Word program.

Table 2.7. The Results of the Tests of Normality

Variable min max skew c.r. kurtosis c.r.
JobSat5 1,000 5,000 -,352 -1,797 -1,003 -2,556
JobSat4 1,000 5,000 -,234 -1,195 -1,182 -3,013
JobSat3 1,000 5,000 -,106 -,543 -,940 -2,396
JobSat2 1,000 5,000 -,305 -1,555 -,814 -2,075
JobSat1 1,000 5,000 -,608 -3,100 -,700 -1,784
TransLe1 2,000 5,000 -,374 -1,909 -1,059 -2,701
TransLe2 1,000 5,000 -,490 -2,499 -,590 -1,504
TransLe3 1,000 5,000 -,245 -1,251 -,395 -1,008
TransLe4 1,000 5,000 -,511 -2,607 -,467 -1,190
CharLe6 1,000 5,000 -,245 -1,250 -1,019 -2,597
CharLe5 1,000 5,000 -,107 -,543 -1,315 -3,352
CharLe4 1,000 5,000 -,345 -1,759 -,856 -2,183
CharLe3 1,000 5,000 -,260 -1,323 -,943 -2,403
CharLe2 1,000 5,000 -,042 -,215 -,815 -2,077
CharLe1 1,000 5,000 -,203 -1,036 -1,194 -3,044
Multivariate 45,952 12,707

As can be seen in the table, the Skewness and Kurtosis values of each 
observed variable as a result of the normality test are displayed along with 
their critical ratios. Additionally, the Multivariate normal distribution value 
in the context of all variables can be seen at the bottom. The interpretation 
of these Skewness, Kurtosis, and Critical Ratio values is the same as in the 
SPSS program. According to these values, it can be accepted that the data are 
normally distributed. However, when the Kurtosis and Critical Ratio values 
of Multivariate normality are examined, it is seen that they are significantly 
above the acceptable limits. Therefore, it can be said that there is no multivariate 
normal distribution in this data set. 

In this situation, the data set could be formed normally distributed by 
examining which observation disrupts the normality. To do this, the “Observations 
farthest from the centroid (Mahalanobis distance)” tab should be selected, as 
shown in Figure 2.16, and thus, the distance of each observation from the center 
is seen. At this point, it will be seen that multivariate normality improves as the 
observations farthest from the center are omitted from the data set.
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seen that they are significantly above the acceptable limits. 
Therefore, it can be said that there is no multivariate normal 
distribution in this data set.  

In this situation, the data set could be formed normally distributed 
by examining which observation disrupts the normality. To do this, 
the "Observations farthest from the centroid (Mahalanobis 
distance)" tab should be selected, as shown in Figure 2.16, and 
thus, the distance of each observation from the center is seen. At 
this point, it will be seen that multivariate normality improves as 
the observations farthest from the center are omitted from the data 
set. 

 

 

Figure 2.16. “Observations farthest from the centroid 
(Mahalanobis distance)” tab 

 

 

 

 

Figure 2.16. “Observations farthest from the centroid (Mahalanobis distance)” tab
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C H A P T E R  3

VALIDITY AND RELIABILITY

Although the concepts of validity and reliability are closely related to 
each other, these terms express different features of the measurement 
tool. In general, a measurement tool could be reliable without being 

valid, but if the measurement tool is valid, it is likely that it is also reliable. 
However, reliability alone is not sufficient to ensure validity. Even if a scale is 
reliable, it may not accurately reflect the behavior or quality that is intended to 
be measured (Figure 3.1). For this reason, researchers must test both the validity 
and reliability of the measurement tool they are using. The measurement tool 
must meet these two conditions. Otherwise, the interpretation of the research 
findings will not be correctly.

Figure 3.1. Validity and Reliability
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VALIDITY

Validity is concerned with whether the measurement tool measures the 
intended behavior or quality, and it is a measure of how well the measurement 
tool performs its function [1]. Validity is determined by the meaningful and 
appropriate interpretation of the data from the measurement tool as a result of 
the analysis. Whiston [2] defines validity as the acquisition of appropriate data 
for the intended use of the measuring instrument. In this case, it is important 
what the measurement tool intends to measure, and whether the items in the 
measurement tool measure correctly according to the purposes of the research. 

Although evaluating the validity of the measurement tool is more difficult 
than reliability, it is more important. For the research to yield healthy results, 
the measurement tool must measure what it claims. Using a validity-tested 
measurement tool will ensure that the findings produced by the analysis are 
valid.

To determine the validity of the measurement tool, different types of 
validity are described in the literature. These can be listed as “content validity, 
criterion-related validity, concurrent validity, internal validity, external validity, 
constructive validity, face validity, systemic validity, theoretical validity, jury 
validity, consequential validity, cultural validity, predictive validity, interpretive 
validity, descriptive validity, evaluative validity, statistical conclusion validity, 
and translation validity”. Four types of validity are important in the social 
sciences, although the list that has been created can be extended further. These 
are internal validity, content validity, external validity, and construct validity.

If the researcher does not develop a new scale and uses a previously 
developed scale in his/her research that has been tested for validity and reliability 
in the local language of the country where the research was conducted. It is 
sufficient to test the validity of the content, or in other words, the content validity.

Content validity:  Bollen [3] defined content validity as a type of 
qualitative validity in which the domain of the measurement tool is clarified 
and that evaluates whether the items in the measurement tool fully represent 
the domain. In line with this definition, it can be said that content validity is a 
validity study that reveals the extent to which the measurement tool serves the 
purpose as a whole as well as each item in the measurement tool.

Content validity, which is used in scale development or adaptation studies 
for the culture and language of the developed scale, ensures the determination 
of the most appropriate items to increase the quality of the items in the 
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measurement tool and to serve the purpose of the scale. Thus, it is ensured that the 
measurement tool prepared to measure any behavior or quality is a useful scale 
with scope adequacy serving its purpose. The content area of many concepts 
that are included in the field of social sciences is unclear. For this reason, there 
is no consensus on the definitions and content of most concepts in the literature. 
Researchers who carry out content validity studies must make a theoretical 
definition of the related concept and determine the content (dimensions) of the 
concept.  

Several methods are used for determining content validity in the literature. 
Among these, obtaining expert opinions and statistical methods are the two most 
frequently applied methods.

The first method, which involves the evaluation of more than one referee, is 
also known as “obtain expert opinions”. This method is a process that transforms 
qualitative studies based on expert opinions into statistical quantitative studies. 
In this method, the researcher asks experts to rate each item in the developed 
measurement tool in terms of fitting with its content, and estimations are made 
for each item in line with expert opinions. The experience and number of experts 
are of great importance in order to obtain objective results in the estimations to 
determine the content validity [4]. The experience level of the experts is very 
important for the results to be consistent and unbiased. For this reason, care 
should be taken in the selection of experts and academicians or practitioners 
with extensive knowledge about the measurement tool to be developed should 
be preferred.

Estimation of content validity with expert opinion is a statistical analysis 
based on content validity regarding whether the items in the measurement tool 
are on the scale or not, and it is evaluated according to the following formula:

       1
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In the formula:
N = Total number of experts who evaluated the items in the measurement 

tool
NU = Number of experts who evaluated the relevant statement as 

appropriate
According to Lawshe [5], each statement in the item pool is submitted 

to expert opinion. Experts evaluate these statements as “Appropriate”, 



32       REGRESSION, MEDIATION / MODERATION, AND STRUCTURAL EQUATION . . .

“Appropriate But Should Be Revised” and “Should be Removed”. If half of the 
experts express their opinion as “Suitable” about the item in the measurement 
tool, it will be KGD=0, if more than half of the experts have given the opinion 
“Suitable”, KGD >0, and if less than half of the experts have given their opinion 
as “Suitable”, it will be KGD <0. If the KGD rate is 0 (zero) or a negative value, 
that item should be removed from the measurement tool. 

The second method involves testing the content validity with statistical 
methods. The most widely-used method among statistical methods is factor 
analysis. Factor analysis is performed to determine the structure under which 
the items in the measurement tool are gathered and whether they are suitable for 
the concept. Measurement tools used in social science research generally have a 
construct with more than one-subdimension. For example, the measurement tool 
developed by Allen and Meyer [6], which determines the level of organizational 
commitment in employees, consists of three sub-dimensions: affective, 
continuance and normative commitment. Likewise, the leader-member exchange 
scale developed by Liden and Maslyn [7] to measure the interaction between 
leaders and members is examined in four dimensions, namely contribution, 
commitment, influence and professional respect.
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FACTOR ANALYSIS

Factor analysis emerged with the study of Charles Spearman in the early 1900s 
and is used in many fields such as social sciences, medicine, economics and 
geography. Factor analysis uses mathematical procedures to simplify interrelated 
measures to discover patterns in a set of variables. Basically, it summarizes 
the data so that the relationships and patterns of the observed variables in the 
measurement tool can be easily interpreted and understood.

Exploratory Factor Analysis (EFA) and Confirmatory Factor Analysis 
(CFA) are the two most frequently-used main factor analysis techniques in 
the social sciences. Exploratory Factor Analysis is conducted according to 
the experience of the researcher, so EFA is intuitive in general. The EFA is an 
exploratory type of analysis that the researcher performs to obtain information 
about the number or nature of the variables. This analysis allows the researcher 
to discover the main dimensions of a relatively large hidden structure represented 
by a set of elements [8,9]. The main purpose is to examine a large number of 
variables related to the structure as well as to identify fewer variables that 
explain the structure and to increase the explanatory power of the structure. 
It is generally performed in order to reduce the number of variables observed 
in scale development studies and to determine which factors constitute it. In 
Confirmatory Factor Analysis, the main purpose is to test the accuracy of a 
previously validated scale or model.

In studies with previously tested scales, confirmatory factor analysis is first 
performed to test the validity of the scale or model. Exploratory factor analysis 
is performed if sufficient threshold values (fit indices) are not provided in the 
confirmatory factor analysis or if the structure of the measurement tool could not 
be verified. Thus, the relationship pattern between the items and the factors in 
the measurement tool should be discovered, the necessary revisions should be 
made and the confirmatory factor analysis should be repeated.
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EXPLANATORY FACTOR ANALYSIS

Exploratory factor analysis functions based on the concept that measurable 
and observable variables can be reduced to less unmeasurable latent variables 
that share a common variance. [10]. Although these unobservable factors are 
not measured directly, they are hypothetical constructs used to represent the 
variables.

Researchers used exploratory factor analysis when they want to discover 
the number of factors affecting variables and analyze which statements are 
grouped together. The main hypothesis of EFA is to find common “hidden” 
factors in the dataset and to identify the least number of common factors that 
explain the structure. Thus, researchers use EFA to focus on fewer statements 
that explain the structure and place these statements into meaningful categories 
(sub-dimensions) instead of considering too many statements that may be 
unimportant. As a result, it is possible to reduce many expressions in the scale to 
a smaller data set, making the measurement tool easier to interpret.

In summary, exploratory factor analysis is used to reduce the number of 
statements in the measurement tool, to examine the structure or relationship 
between statements, to identify and evaluate a theoretical structure, to develop 
theoretical structures, to test the construct validity of the developed measurement 
tool, and to prove or reject a proposed theory.

Prerequisites for Exploratory Factor Analysis:

• There must be at least 3 variables for exploratory factor analysis to be
performed, but this depends on the design of the study [11]. Factors with two 
or fewer variables should be interpreted with caution. Bivariate factor analysis 
is only considered reliable when the variables are highly correlated with each 
other (r > 0.70), but not highly correlated with other variables.

• The data should have univariate and multivariate normality. The absence
of univariate and multivariate outliers is also important [12].

• The calculation of the correlation in exploratory factor analysis is made
based on the assumption that there is a linear relationship between the factors 
and variables.

• Measurements of variables should be made with equal intervals (e.g., 5
Likert or 7 Likert).

• The sample size should be sufficient. As the sample size increases, the
error rate in the data decreases. For this reason, EFA generally performs better 
with larger sample sizes.
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Sample Size: Although the sample size is important for exploratory factor 
analysis, there are different opinions in the literature. While Tabachnick and 
Fidell [11] claimed that a sample size of 300 is sufficient for factor analysis, 
Hair et al. [13] stated that 100 is sufficient for factor analysis. On the other 
hand, Guadagnoli et al. [14] stated that if the factor load of the expressions in 
the measurement tool is > .80, smaller sample groups are sufficient for factor 
analysis. Accordingly, Sapnas and Zeller [15] stated that even a sample size 
of 50 may be sufficient for factor analysis (where the factor load is >0.80). 
As can be seen, the answers given by the participants to the statements greatly 
influence the sample size recommended for factor analysis. When the studies on 
the determination of the sample size in factor analysis are evaluated, it can be 
said that a sample size of 200 is sufficient for social science research.

There are also different opinions in the literature as to whether a certain 
number of times the number of expressions in the measurement tool is sufficient 
to determine adequate sample sizes. These rates are 3, 6, 10, 15, 20 times 
the number of expressions in the measurement tool [16, 17, 18]. However, 
researchers such as Hogarty et al. [19] and MacCallum et al. [20] conducted a 
series of studies to test the validity of these ratios in the literature, and the results 
showed that it is not appropriate to specify a minimum ratio for factor analysis.

Researchers who want to determine whether the sample size is sufficient 
for factor analysis should also check the Kaiser-Meyer-Olkin (KMO) value. 
If the KMO value, which can range between 1 and 0, is 0.5 and above, this 
indicates that the sample size is sufficient for factor analysis [11].
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FACTOR ANALYSIS WITH SPSS

To perform factor analysis, we open the “Data-1.sav” file (You can access this 
file from the address www.indataanalysis.com).

The steps below should be followed:

1. Analyze ---> Dimension Reduction ----> Factor….

Figure 3.2. SPSS “Analyze” Screen

2. On the screen that opens, all the items of the variables included in the
research are moved to the “Variables” section and the “Descriptives” button is 
clicked.

Figure 3.3. SPSS “Analyze” Screen
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As can be observed, a total of 15 statements used to measure job satisfaction 
(5 statements), transactional leadership (4 statements), and charismatic 
leadership (6 statements) were transferred to the “Variables” section.

3. Relevant sections are selected on the “Descriptives” screen.

Figure 3.4. SPSS “Descriptives” Screen

4. Relevant sections are marked on the “Extraction” screen.

Figure 3.5. “Extraction” Screen

Factor analysis is based on a theoretical model called the “common factor 
model”. This model assumes that the observed variables are affected by common 
factors and unique factors, and their correlations need to be determined [21]. 
There are a number of “Extraction” methods available in SPSS. For this reason, 
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it is useful to briefly mention several commonly used techniques (Method tab 
in Figure 3.5).

Principal Component: Principal component analysis is used to extract the 
maximum variance from the dataset with each component. Thus, it reduces a 
large number of variables to a smaller number of components [11]. Principal 
component analysis is an expression reduction technique, and researchers 
can use principal component analysis as a first step to reduce expressions at 
scale. Although it varies depending on the research hypothesis and ease of 
interpretation, researchers mostly prefer this method.

Maximum Likelihood; The maximum likelihood method tries to analyze the 
maximum sampling probability of the observed correlation matrix [11]. When 
performing confirmatory factor analysis in research, it is a more appropriate 
approach to choose the Maximum Likelihood method from the “Method” 
section.

The Principal Axis Factoring; The Principal Axis Factoring method is 
based on the idea that all expressions belong to a group and a matrix is estimated 
when the factor is subtracted. The factors are then subtracted repeatedly until a 
sufficiently large variance is calculated in the correlation matrix. Principal Axis 
Factoring is recommended when the data violate the assumption of multivariate 
normality [22].

5. “Relevant sections are marked on the “Rotation” screen.

Figure 3.6. “Rotation” Screen

Factors are rotated for better interpretation because non-rotational factors 
are ambiguous. The purpose of the rotation is to try to load each variable on as 
few factors as possible, while still achieving an optimally simple structure that 
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maximizes the high number of loads on each variable. Ultimately, the simple 
structure seeks to ensure that each factor defines a separate set of interrelated 
variables. This will make interpretation easier.

In the “Method” part, there are two types of rotation: Orthogonal (varimax,
quartimax and equamax) and Oblique (Direct Oblimin, Promax). These are 
related to the direction of the rotation. Orthogonal rotation is where the factors 
are rotated 90 degrees from each other [23]. Orthogonal rotation is generally 
preferred in social sciences and the most widely-used techniques are Quartimax 
and Varimax rotation. Varimax outputs as many factors as possible and loads as 
few expressions as possible on this factor. Thus, it creates a structure with more 
factors. In Quartimax, the situation is the opposite. In other words, it creates a 
structure with few factors by gathering the expressions under one factor as much 
as possible.

6. At this stage, there is no need to select any section on the “Scores” screen.

that each factor defines a separate set of interrelated variables. This
will make interpretation easier.

In the “Method” part, there are two types of rotation: Orthogonal
(varimax, quartimax and equamax) and Oblique (Direct Oblimin,
Promax). These are related to the direction of the rotation.
Orthogonal rotation is where the factors are rotated 90 degrees
from each other [23]. Orthogonal rotation is generally preferred in
social sciences and the most widely-used techniques are Quartimax
and Varimax rotation. Varimax outputs as many factors as possible
and loads as few expressions as possible on this factor. Thus, it
creates a structure with more factors. In Quartimax, the situation is
the opposite. In other words, it creates a structure with few factors
by gathering the expressions under one factor as much as possible.

6. At this stage, there is no need to select any section on the
"Scores" screen.

It is a necessary screen for 
generating factor scores. The 
image factor score coefficient 
matrix shows the correlation 
between the coefficients used 
to generate the factor scores 
by multiplying the factors. At 
this stage, we do not mark on 
this screen. 

Figure 3.7. “Factor Scores” ScreenFigure 3.7. “Factor Scores” Screen

7. Relevant sections are marked on the “Options” screen.

Figure 3.8. “Options” Screen
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After all the selections are completed, the “OK” button is pressed and the 
OUTPUT of SPSS is interpreted.

Table 3.1. “KMO and Bartlett’s Test” Tables

The “KMO and Bartlett’s Test” table shows the test results for evaluating 
the suitability of the data for factor analysis. These tests are the Sample 
Adequacy Measurement (Kaiser-Meyer-Olkin (KMO)) and Bartlett’s Test of 
Sphericity.

The adequacy of the sample size for factor analysis is determined according 
to the Kaiser-Meyer-Olkin Measure (KMO). The KMO value, which takes a 
value between 0 and 1, indicates that that the sample size is large enough for 
factor analysis when it is greater than 0.70. In the literature, there also other 
recommendations that the KMO value should be 0.5, 0.6, or 0.7 and above 
[11,12].

The Significant value for the suitability of our data set for factor analysis 
should be statistically meaningful, i.e., p < .05 (in our example it is Sig=0.000). 
This means that if this prerequisite condition is not met, reliable factors cannot 
be provided. In this case, it is necessary to increase the number of samples or 
to remove the expressions causing the scattered correlation models from the 
analysis and to perform the factor analysis again.
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Table 3.2. “Communalities” Table

The Significant value for the suitability of our data set for factor 
analysis should be statistically meaningful, i.e., p < .05 (in our 
example it is Sig=0.000). This means that if this prerequisite 
condition is not met, reliable factors cannot be provided. In this 
case, it is necessary to increase the number of samples or to remove 
the expressions causing the scattered correlation models from the 
analysis and to perform the factor analysis again. 

 

 

 

 

 

 

 

 

The “Communalities” 
table is used to 
determine the 
eigenvalue deduction 
based on certain 
criteria. However, to 
preserve the simplicity 
of our example, we 
will adhere to the 
Kaiser criteria. Both 
methods show that our 
dataset has three 
significant factors. 

Table 3.2. “Communalities” Table 

Table 3.3. “Total Variance Explained” Table

The “Total Variance Explained” table is important and shows how many 
significant factors are formed from the expressions included in the analysis. 
In the table, all factors are arranged in descending order according to the most 
explained variance.

The “Initial Eigenvalues” column shows that all the expressions included 
in the research are gathered under 15 factors and the variance of each factor. In 
the “Extraction Sums of Squared Loadings” and “The Rotation Sums of Squared 
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Loadings” columns, factors with eigenvalues less than 1 are not displayed. As 
previously mentioned, the value “1” was selected in the “Eigenvalues greater 
than” box on the “Extraction” screen while performing factor analysis. Therefore, 
factors with eigenvalues less than 1 are not seen in these columns.

The “Extraction Sums of Squared Loadings” and “Initial Eigenvalues” 
columns show the eigenvalues and variances before rotation, while the “Rotation 
Sums of Squared Loadings” column shows the eigenvalues and variance after 
rotation.

In our study, we make all our comments according to the values in the 
“Rotation Sums of Squared Loadings” column. Here, the eigenvalues should 
be considered; in other words, the factors whose Eigenvalues are greater than 1. 
When the region shown in the dashed rectangle is examined (Table 3.3), all the 
statements in the study are gathered under three (3) factors. The eigenvalue of 
the first (1) factor is 3.709 and the variance explained is 24.725%, the eigenvalue 
of the second factor is 2.907 and the variance explained is 19.380%, and the 
eigenvalue of the third factor is 2.583 and the variance explained is 17.221%. 
The total explained variance is 61.326%. The total explained variance must be 
50% or more.

Figure 3.9. “Scree Plot”
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The Scree Plot test is used to determine how many factors occur in factor 
analysis. It works based on the logic that factors with an eigenvalue over 1 are 
preserved, which is Kaiser’s basic criterion [24]. As can be seen, the Scree Plot 
consists of eigenvalues and factors. The Scree Plot test gives reliable results on 
data with at least 200 samples.

The Scree Plot (Figure 3.9) shows how many factors the expressions 
included in the study are gathered under. It is a graphical representation of the 
data shown in the previous “Total Variance Explained” table (Table 3.3). The 
“Component Number” indicates how many factors the expressions are gathered 
in (15 factors). However, the eigenvalues of all these factors are not greater than 
1. Factors below the breakpoint (eigenvalue=1) should be excluded from the
analysis. Three factors above the breaking point provide sufficient qualifications.
If you recall, in the previous “Total Variance Explained” table (Table 3.3), we
determined that the expressions in the study were gathered under 3 factors. The
validity of these factors was confirmed by the Scree Plot chart.

Table 3.4. “Component Matrix” Table

Component Matrix: The Factor Matrix table shows the factor loads before 
the rotation and we do not have any operations with this table at this stage. 
The important thing is the “Rotated Component Matrix” table, which shows 
the factors after rotation. We make our comments according to this “Rotated 
Component Matrix” table.
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Table 3.5. “Rotated Component Matrix” Table

When interpreting factors, it is necessary to control factor loadings to 
determine the strength of relationships. The signs of the loads indicate the 
direction of the correlation and do not affect the interpretation of the magnitude 
of the factor loading or the expressions to be preserved [25]. The square of the 
factor load of an expression indicates the extent to which the expression explains 
the factor (variance). For example, the expression CharismaticLeader3 explains 
58.3% ((0.7642)2= 0.583) of the variance of the charismatic leadership factor.

As can be seen, there are no factor loads of 0.30 and below in the “Rotated 
Component Matrix” table, which facilitates interpretation. If you recall, 
we assigned this by typing 0.30 into the “Absolute value below” box on the 
“Options” screen. If this had not been done, factor loads would be seen in places 
that are now empty and interpretation would have been difficult due to the 
presence of many numbers. It is worth remembering here that the loads of all the 
factors in the blanks are values of 0.30 or below, and it is therefore not necessary 
to take them into account.
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Researchers can use one of two approaches when deciding which 
expressions to delete: (1) deletion of expressions below a certain threshold by 
examining their factor loadings and (2) cross-loading of expressions. 

(1) Factor Loading: A general rule of thumb used to determine factor
reliability is to examine the relationship between factor loading and sample 
size. In other words, the larger the sample size, the more a factor is allowed to 
have a low factor loading and it is not excluded from the research [26]. Also, 
as a rule of thumb, at a significance level of 0.01, a factor load after rotation for 
sample sizes of at least 300 must be at least 0.32 to be considered statistically 
significant [11]. A factor load of 0.32 indicates that it explains about 10% of 
the overlapping variance. However, the threshold value of the factor load can 
also be determined by the researcher. For example, if the researcher wants 
the factor to consist of strong expressions, they can set the threshold value as 
0.5. However, it would be an appropriate approach for the researchers not to 
prefer a factor load below 0.32 as a threshold value. In our factor analysis, the 
expression with the lowest factor load is JobSat5 (.498). This expression can be 
removed from the analysis. However, the decision to exclude the expression of 
satisfaction5 from the analysis should not be made immediately. Exclusion from 
the analysis should firstly be made according to the cross-loading condition, and 
factor loadings should be checked after the cross-loading problem is solved. 

(2) Cross-Loading: Cross-loading occurs when an expression is loaded
on two or more factors. In general, researchers expect the factor loadings of the 
expressions to be gathered under the relevant factor in the “Rotated Component 
Matrix” table. In our analysis, we expect to find t 6 statements of the charismatic 
leadership in the factor related to charismatic leadership (column 1), 5 statements 
related to job satisfaction in the factor of job satisfaction (column 2) and 4 
statements related to transactional leadership in the factor related to transactional 
leadership (column 3). However, the CharLe5 and JobSat5 statements are cross-
loaded. Therefore, these statements should be removed from the analysis in 
order, and factor analysis should be performed again after each removal. Before 
this removal process, it is also useful to mention the following. Depending on 
the design of the study, an expression that is cross-loaded may be retained or 
omitted, assuming the latent nature of the variable. If the decision is made not to 
remove the statement, the researchers should explain this situation theoretically 
in their study.

Returning to our analysis, we found that two expressions were cross-loaded 
(JobSat5 and CharLe5). Firstly, the process of extracting expressions should be 
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performed one-by-one, and factor analysis should be performed again after each 
expression is removed. To decide which expression should be subtracted first, 
the difference between the cross-loading is examined and the expression with 
the closest value is subtracted first. The cross-loadings of JobSat5 are 0.464 and 
0.498, while those of CharLe5 are 0.666 and 0.321. The differences between 
the cross-loadings are 0.034 (0.498-0.464= 0.034) for JobSat5 and 0.345 
(0.666-0.321=0.345) for CharLe5. For this reason, we first remove the JobSat5 
expression from the analysis and perform the factor analysis again.

When the processes described above for factor analysis are repeated 
(with JobSat5 excluded from the factor analysis), the following tables will be 
displayed.

Table 3.6. “KMO and Bartlett’s Test” Table

 The KMO value is greater than 0.70 and the Significant value indicating 
its suitability for factor analysis is significant (p <0.05), indicating that we can 
continue with the factor analysis.

Table 3.7. “Total Variance Explained” Table

As a result of the second-factor analysis performed after removing the 
JobSat5 expression, it is seen that all expressions are still gathered under 3 
factors. However, the variances explained by the factors have changed compared 
to the previous analysis. As a result of the second analysis, the eigenvalue of the 
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first (1) factor is 3.532 and the variance explained is 25.229%, the eigenvalue 
of the second factor is 2.650 and the variance explained is 18.926%, and the 
eigenvalue of the third factor is 2.544 and the variance explained is 18.173%. 
The total explained variance is 62.327%. It is important to remember that the 
total explained variance should be 50% or more.

Table 3.8. “Rotated Component Matrix” Table

When the factor analysis is performed again, it is seen that the expression 
Charismatic_leader5 is still cross-loaded. Although this statement seems to be 
problematic, it would be appropriate not to exclude this statement from the 
analysis because the high factor load (0.669) is gathered under the right factor 
and the value between two-factor loads is greater than 0.1 (0.669 - 0.321 = 
0.348).
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Table 3.9. “Component Transformation Matrix” Table

Our last table is the “Component Transformation Matrix” table. The values 
in this table are used to determine whether the rotation technique is appropriate. If 
you are not familiar with Field’s [12] factor analysis techniques, the “Component 
Transformation Matrix” can be ignored when interpreting Orthogonal (Varimax, 
Quartimax, and Equamax) rotation methods.
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REPORTING FINDINGS

Exploratory factor analysis was performed on the data using the Varimax 
technique, one of the principal component analysis vertical rotation techniques. 
As a result of the analysis, the Kaiser Meyer Olkin (KMO) test result (0.862) 
indicates that the sample size is sufficient, while the Bartlett sphericity test result 
being significant (X2 (91) = 1057.504, p<0.001) shows that the correlational 
relationship between the expressions is suitable for factor analysis (For readers: 
The number 91 is the df value in the KMO and Bartlett’s Test table, 1057.504 
is the Approx. Chi-Square value in the same table, and 862 is the KMO value).

In the first factor analysis, one of the job satisfaction expressions was 
excluded from the analysis and was not included in the study because the factor 
load was low and had a tendency to cross-load. As a result of the second EFA 
analysis, taking into account the variances explained by the factors, it was 
ensured that those with an eigenvalue greater than 1 were formed a factor, and 
thus, the three-factor structure was deemed to be appropriate. In this context, the 
first factor explains 25.229% of the total variance, the second factor explains 
18.926%, and the third factor explains 18.173%. The total explained variance is 
62.327% and the factor loads of the items are 0.669 and above. The results are 
presented in Table 3.10.
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Table 3.10. Factor Analysis Results

Factors and Statements
Factor Loadings

1 2 3
Charismatic Leader
Charismatic Leader3 .766
Charismatic Leader1 .753
Charismatic Leader4 .724
Charismatic Leader6 .704
Charismatic Leader5 .669
Job Satisfaction
Job Satisfaction1 .828
Job Satisfaction2 .804
Job Satisfaction4 .702
Job Satisfaction3 .676
Transactional Leader
Transactional Leader2 .789
Transactional Leader1 .750
Transactional Leader4 .733
Transactional Leader3 .715

Eigenvalues 3.532 2.650 2.544
% Variance 25.229 18.926 18.173
% Total Variance 62.327
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CONFIRMATORY FACTOR ANALYSIS AND AMOS

In confirmatory factor analysis, it is possible to test a previously determined 
model or hypothesis about the relationship between variables [27,28]. In terms 
of the operations performed, exploratory factor analysis is a method that is 
largely used to test the construct validity of newly-created scales and aims to 
reach fewer unobserved factors based on the observed variables in the scale. 
Confirmatory factor analysis, on the other hand, is performed to test whether 
scales that have been previously discovered and gathered under fewer factors 
are similar in the sample in which the research was conducted. In this context, 
it can be said that four different models can be tested in confirmatory factor 
analysis [29,30]. These models are called the single-factor model, first-level 
multifactor model, second-level multifactor model, and unrelated model.

Single Factor Model

This is a model in which all observable variables are gathered under a 
single factor. An example model is shown in Figure 3.11. The essence of the 
model is that all observable variables are gathered under a larger and more 
inclusive upper variable. An example of this is the collection of all observed 
variables under a single factor in a six-item self-efficacy scale

Figure 3.11. Single Factor Model
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First-Level Multi-Factor Model

This is a model in which more than one observed variable is collected 
under a single factor that is independent of each other but related. An example 
model is presented in Figure 3.12. The basis of the model is that the observable 
variables are collected under more than one independent dimension. It could be 
that this type of model is determined completely theoretically by the researcher 
and tested with confirmatory factor analysis, or it could be a model obtained 
as a result of exploratory factor analysis. An example is the transformational 
leadership scale presented in Figure 3.12. The scale has four sub-dimensions: 
idealized influence, inspirational motivation, intellectual stimulation, and 
individual consideration. As an example, each dimension is shown here with 
only three items. In this example, the researcher performs confirmatory factor 
analysis on twelve items. If the goodness-of-fit indices are within acceptable 
limits, as will be shown in the next chapter, the first-order multi-factor model is 
validated.

First-Level Multi-Factor Model

This is a model in which more than one observed variable is
collected under a single factor that is independent of each other but
related. An example model is presented in Figure 3.12. The basis of
the model is that the observable variables are collected under more
than one independent dimension. It could be that this type of model
is determined completely theoretically by the researcher and tested
with confirmatory factor analysis, or it could be a model obtained
as a result of exploratory factor analysis. An example is the
transformational leadership scale presented in Figure 3.12. The
scale has four sub-dimensions: idealized influence, inspirational
motivation, intellectual stimulation, and individual consideration.
As an example, each dimension is shown here with only three
items. In this example, the researcher performs confirmatory factor
analysis on twelve items. If the goodness-of-fit indices are within
acceptable limits, as will be shown in the next chapter, the first-
order multi-factor model is validated.

Figure 3.12. First-Level Multi-Factor Model
Figure 3.12. First-Level Multi-Factor Model
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Second Level Multi-Factor Model

This can be defined as a model in which the observed variables are gathered 
under more than one unrelated factor, and these factors are then gathered under a 
larger and more inclusive factor. In Figure 3.13, the transformational leadership 
scale is shown as an example. The basis of the model is that the observable
variables are gathered under four independent sub-dimensions, and these factors
then come together under the transformative leadership variable, which is a 
more inclusive factor.

When the example in Figure 3.13 is examined, the question “Where is 
transformational leadership?” comes to mind. Although latent sub-dimensions 
are seen in the first-level multi-factor model, the variable that is the main research 
topic does not appear. Here, the model in which transformational leadership is 
included in the model as a single overarching latent variable is the second-level 
multi-factor model.

Second Level Multi-Factor Model

This can be defined as a model in which the observed variables are
gathered under more than one unrelated factor, and these factors
are then gathered under a larger and more inclusive factor. In 
Figure 3.13, the transformational leadership scale is shown as an
example. The basis of the model is that the observable variables are
gathered under four independent sub-dimensions, and these factors
then come together under the transformative leadership variable,
which is a more inclusive factor.

When the example in Figure 3.13 is examined, the question “Where
is transformational leadership?” comes to mind. Although latent
sub-dimensions are seen in the first-level multi-factor model, the
variable that is the main research topic does not appear. Here, the
model in which transformational leadership is included in the
model as a single overarching latent variable is the second-level 
multi-factor model.

Figure 3.13. Second Level Multi-Factor Transformational
Leadership Model

Figure 3.13. Second Level Multi-Factor Transformational Leadership Model

While some scales are first-level multifactorial due to their structure, 
some scales can be second-level multifactorial. For this reason, when 
applying confirmatory factor analysis, second-level multi-factor models of 
multidimensional scales should also be tested. Some scales can be used as both 
multi-factor and single-factor scales. Researchers should make this decision 
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according to the model and hypotheses in their study. For example, positive 
psychological capital, which is a current issue, can be used as both a first-level 
multi-factor with four factors and as a second-level multi-factor with a single 
inclusive dimension. At this point, the important factor is that the researcher’s 
purpose and the data set are compatible with the structure being used.

Unrelated Model

The last model is the unrelated model, which can be defined as the model 
in which the observed variables are gathered under more than one unrelated 
factor. The unrelated model of the transformational leadership scale, which is 
given as an example of a first-level multi-factor model, is presented in Figure 
3.14. 

While some scales are first-level multifactorial due to their
structure, some scales can be second-level multifactorial. For this
reason, when applying confirmatory factor analysis, second-level
multi-factor models of multidimensional scales should also be
tested. Some scales can be used as both multi-factor and single-
factor scales. Researchers should make this decision according to 
the model and hypotheses in their study. For example, positive
psychological capital, which is a current issue, can be used as both
a first-level multi-factor with four factors and as a second-level
multi-factor with a single inclusive dimension. At this point, the
important factor is that the researcher's purpose and the data set are 
compatible with the structure being used.

Unrelated Model

The last model is the unrelated model, which can be defined as the
model in which the observed variables are gathered under more
than one unrelated factor. The unrelated model of the
transformational leadership scale, which is given as an example of
a first-level multi-factor model, is presented in Figure 3.14. 

Figure 3.14. Unrelated Model
Figure 3.14. Unrelated Model

The process in confirmatory factor analysis involves testing different 
models and identifying which model is the most suitable. Particularly in multi-
factor scales, it is necessary to test different models and decide which model is 
the most suitable by examining the goodness of fit and indices values. In this 
regard, the important factors are that the structure of the scale can be defended 
theoretically and that the structure to be used in accordance with the purpose 
(multi-dimensional or one-dimensional) can be demonstrated to be compatible 
with the data set.
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CONFIRMATORY FACTOR ANALYSIS WITH AMOS

When performing confirmatory factor analysis with AMOS, the model of 
the scale is firstly drawn based on the theory and previous research findings. 
DataSeti-dfa.sav will be used for this sample application. The Self-Efficacy 
Scale in the sample data set has a two-dimensional structure comprised of job 
begin and job continue. The scale has been used in two dimensions in many 
previous studies. The Job begin sub-dimension consists of items 3-4-5-6-8 and 
the Job continue sub-dimension consists of items 1-2-7. Since this is the first 
time, the process of drawing a model with AMOS will be explained step by step, 
and then confirmatory factor analysis will be performed. The following AMOS 
applications in the book will continue with the drawn version of the model.

Before drawing a model with AMOS, particularly in complex models, 
drawing the model manually on paper and then editing it on AMOS makes 
the process much easier. To draw a model with AMOS, first click on “AMOS 
Graphics” and open the AMOS program (Figure 3.15).

Figure 3.15. Running AMOS Program



56       REGRESSION, MEDIATION / MODERATION, AND STRUCTURAL EQUATION . . .

Figure 3.16 shows the initial screen that opens. As can be seen in the 
figure, when the program starts, a blank worksheet will be displayed. The first 
thing to do here is to draw a model that we have built in our research, or better, 
a sketch on a piece of paper, step by step, on AMOS. In our example, there 
are two latent dimensions (Job begin and Job continue). There are five items 
for Job begin and three for Job continue on the scale. In the AMOS program, 
latent variables are symbolized by ellipses and observed items by rectangles. 
Therefore, the first task is to draw two ellipses and eight rectangles. In order to 
draw these shapes, the shape to be drawn is first selected with the left mouse 
button, and then the blank worksheet is clicked. This draws that figure on the 
page. Practicing this several times will allow users to increase the visuality of 
the drawn models.

Figure 3.16. AMOS Opening Screen
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Figure 3.17. An Unobservable (Latent) Variable Icon

Figure 3.18. Process of Drawing an Unobservable (Latent) Variable

The first unobservable (Latent) variable, “ Job begin “, is selected by 
touching the ellipse icon, as shown in Figure 3.17, and it is drawn on the blank 
worksheet until it reaches the desired size by holding down the left mouse 
button, as shown in Figure 3.18. The same process is also repeated for the 
second unobservable (latent) variable “Job continue”. Subsequently, five and 
three observed variables of these variables are respectively drawn by selecting 
the rectangle icon. Thus, Figure 3.19 is formed.



58       REGRESSION, MEDIATION / MODERATION, AND STRUCTURAL EQUATION . . .

Figure 3.19. Process of Drawing the Unobservable (Latent) and Observed Variables

Subsequently, a path is drawn for each of the observed variables from 
the first and second dimensions, respectively. According to the main logic of 
AMOS, one of the paths should be selected as the priority path. It could be any 
of the paths. As seen in Figure 3.20, the first path is selected as the priority path 
(the value 1 is seen on them). Although the model may seem highly complex 
when the paths are first drawn, a much smoother shape will be obtained when 
the “Touch” icon is selected and the unobservable variables are left-clicked.

Figure 3.20. Drawn Model with Regression Paths

In addition, to assign a value of 1 to the first path, it is necessary to double-
click on the path. Thus, the “Object Properties” screen shown in Figure 3.21 will 
be opened and the desired information can be entered on the information screen. 
Here, information such as the name of the object, parameter values, size, color, 
and format can be edited via the drop-down box. These revisions can be made 
for all objects in the model. In particular, it is necessary to use this function to 
assign names to objects.
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Figure 3.21. “Object Properties” Menu

To continue drawing the model, an error term should be added to all 
observed and unobserved variables on which regression is applied, and the paths 
from the error terms to the variables must be drawn and the value “1” must be 
assigned to them. Drawing and assigning values to them can be performed as 
previously described. Note that the direction of the arrows will be from the error 
term to the variable. Drawing the error terms and arrows one-by-one is a long 
and difficult task. However, an error term can be automatically added to each 
observed variable instead by selecting the “Add error” term button. This will 
result in the model displayed in Figure 3.22.

Figure 3.22. Adding Error Terms
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The model created is visually quite complex. Certainly, there are ways in 
which such models can be drawn in a more aesthetic and visually simple manner. 
It will firstly show the long and arduous path, and then the short and much more 
visually correct model drawing will also be shown. However, to understand the 
functions of the different buttons, a long way model is drawn first.

The next step in the process is to name the variables and assign the 
observed variables in the data set to the relevant places. In the figure, two sub-
dimensions are latent variables and the error terms are also latent variables. 
Therefore, they can be given any name. Although objects can be named one-by-
one, this process can be quite time consuming. Instead, the “Name Unobserved 
Variables” command under the “Plugins” menu is run. Thus, as can be seen in 
Figure 3.23, all unobservable variables are assigned names automatically. As 
can be seen, the program gives sequential names starting with “e” to the error 
terms, and names starting with “F” to the sub-dimensions.

Figure 3.23. Naming Error Terms

The last step at this stage is to assign variables from the data set to the 
observed variables. In this process, the relevant data file is firstly opened by 
selecting the “File Name” tab in the “Data Files” command under the “File” 
menu. For the purposes of this study, a data file named VeriSeti-dfa will be 
opened. The actions to be taken are shown in Figure 3.24.
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The last step at this stage is to assign variables from the data set to 
the observed variables. In this process, the relevant data file is 
firstly opened by selecting the "File Name" tab in the "Data Files" 
command under the "File" menu. For the purposes of this study, a 
data file named VeriSeti-dfa will be opened. The actions to be 
taken are shown in Figure 3.24. 

 

Figure 3.24. Opening the Data Set 

 

 

 

 

 

 

 

 

 

Figure 3.24. Opening the Data Set

After the data set is opened, the variables in the data set can be listed by 
clicking the “List Variables in Data Set” button, as shown in Figure 3.25.

The last step at this stage is to assign variables from the data set to 
the observed variables. In this process, the relevant data file is 
firstly opened by selecting the "File Name" tab in the "Data Files" 
command under the "File" menu. For the purposes of this study, a 
data file named VeriSeti-dfa will be opened. The actions to be 
taken are shown in Figure 3.24. 
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Figure 3.25. List Variables in Dataset Command Screen

It should be remembered that the Self-Efficacy Scale, on which confirmatory 
factor analysis is performed in this model, has a two-dimensional structure 
comprised of Job begin and Job continue. In the currently drawn model, these 
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are shown as two separate factors, F1 and F2. The Job begin sub-dimension 
consists of items 3-4-5-6-8 and the Job continue sub-dimension consists of items 
1-2-7. The mentioned items are moved from the drop-down data setlist into the 
related observed variable by left clicking with mouse. Thus, the model seen in 
Figure 3.26 is created. In the model, the variables F1 and F2 were double left 
clicked, and their names were changed. In AMOS, Turkish characters, special 
signs or spaces should not be used when naming objects, variables, and even 
files and data in some versions

  

  

 

Figure 3.26. Data Assigned Complete Model 

 

The model drawing process described thus far involves the use of 
different buttons, which takes a little longer and creates a visually 
more irregular appearance. However, the model creation process 
can be performed much faster, easier, and more visually. For this 
purpose, first of all, a blank page is opened by selecting the "New" 
command under the "File" menu. In the model we will draw, there 
are two latent sub-variables, one with five observed variables and 
the other with three observed variables. The main button used for 

quick and easy model drawing is the "Display"  button. By 
selecting this button, by left clicking with the mouse on the blank 
page, a latent variable is created as seen in Figure 3.27, and each 
time this latent variable is left clicked with the mouse, the observed 
variable with an error term is added to the latent variable. After 
repeating this process five times, a latent variable with five 
observed variables is obtained that is visually very smooth. The 
same process is repeated slightly below the first figure, creating 
another latent variable with three observed variables.  

Figure 3.26. Data Assigned Complete Model

The model drawing process described thus far involves the use of different 
buttons, which takes a little longer and creates a visually more irregular 
appearance. However, the model creation process can be performed much faster, 
easier, and more visually. For this purpose, first of all, a blank page is opened 
by selecting the “New” command under the “File” menu. In the model we will 
draw, there are two latent sub-variables, one with five observed variables and 
the other with three observed variables. The main button used for quick and easy 
model drawing is the “Display”  button. By selecting this button, by left 
clicking with the mouse on the blank page, a latent variable is created as seen 
in Figure 3.27, and each time this latent variable is left clicked with the mouse, 
the observed variable with an error term is added to the latent variable. After 
repeating this process five times, a latent variable with five observed variables 
is obtained that is visually very smooth. The same process is repeated slightly 
below the first figure, creating another latent variable with three observed 
variables. 
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In the last stage, the observed variables are moved to the desired location 
with the “Rotate”  button, and the model shown in Figure 3.28 is formed. As 
can be seen, in the model, both the numbers 1 on the error terms regressions and 
observed variable are automatically assigned to the model.

In the last stage, the observed variables are moved to the desired 
location with the "Rotate"  button, and the model shown in 
Figure 3.28 is formed. As can be seen, in the model, both the 
numbers 1 on the error terms regressions and observed variable are 
automatically assigned to the model. 

 

Figure 3.27. Using Add an Indicator Button 

 

 
Figure 3.28. Model Formed Using Add an Indicator and Rotate Button 

Figure 3.27. Using Add an Indicator Button

In the last stage, the observed variables are moved to the desired 
location with the "Rotate"  button, and the model shown in 
Figure 3.28 is formed. As can be seen, in the model, both the 
numbers 1 on the error terms regressions and observed variable are 
automatically assigned to the model. 
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Figure 3.28. Model Formed Using Add an Indicator and Rotate Button Figure 3.28. Model Formed Using Add an Indicator and Rotate Button

After this stage, by selecting the “Name Unobserved Variables” command 
from the Plugins menu as previously explained, the latent variables are 
automatically named, the sub-dimensions are renamed, and the data file is 
opened and the variables in the data file are moved over the observed variables 
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one-by-one, as described above. Finally, the model ready to be analyzed shown 
in Figure 3.29 is obtained by drawing the “Covariance”, which is a double-sided 
arrow, between the two sub-dimensions.

 After this stage, by selecting the "Name Unobserved Variables" 
command from the Plugins menu as previously explained, the 
latent variables are automatically named, the sub-dimensions are 
renamed, and the data file is opened and the variables in the data 
file are moved over the observed variables one-by-one, as 
described above. Finally, the model ready to be analyzed shown in 
Figure 3.29 is obtained by drawing the "Covariance", which is a 
double-sided arrow, between the two sub-dimensions. 

 

 

Figure 3.29. Drawn Model Ready for Analysis 

 

 

 

 

 

 

 

Figure 3.29. Drawn Model Ready for Analysis

Before performing the analysis, the first action that must be taken is to save 
the model by clicking the “Save” button that looks like a floppy disk, and then 
select the “Analysis Properties” option under the “View” menu and select the 
Minimization History, Standardized estimates and Modification indices options 
from the “Output” tab. This tab is shown in Figure 3.30.

Figure 3.30. Analysis Properties Tab
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Click on the “Calculate estimates”  button to start testing the model. 
Afterward, the test results can be accessed by clicking on the “View text” button.  

 These findings will be briefly explained step-by-step below.

 

Figure 3.31. AMOS Output Screen 

The results of testing the model are presented in Figure 3.31. When 
the results are opened, the "Notes for Model" tab will be displayed. 
As seen in the results here, the Chi-square value of the model is 
49.335, while the degrees of freedom is found to be 19. For the 
model to be accepted, the significance level is expected to be 
statistically not significant. However, since this value is significant 
in many models, this time the value obtained by dividing the Chi-
square value by the degrees of freedom is checked in order for the 
model to be accepted. If this value is less than 3 for good fit and 
less than 5 for acceptable fit, the overall fit of the model is 
accepted. These fit indices values are expressed in different ways in 
different sources. However, sources such as Meydan and Şeşen 
[27], Tabachnick and Fidell [31], Schumaker and Lomax [32], and 
Şimşek [33] could be accepted as references for acceptable indices 
values. Here, the most commonly-used model goodness-of-fit 
indices values reported in research will be briefly explained and 
their acceptable limits will be shared. 

Structural equation model tests provide evaluation criteria, or fit 
indices, of the extent to which the model being tested is suitable for 

Figure 3.31. AMOS Output Screen

The results of testing the model are presented in Figure 3.31. When the 
results are opened, the “Notes for Model” tab will be displayed. As seen in the 
results here, the Chi-square value of the model is 49.335, while the degrees 
of freedom is found to be 19. For the model to be accepted, the significance 
level is expected to be statistically not significant. However, since this value is 
significant in many models, this time the value obtained by dividing the Chi-
square value by the degrees of freedom is checked in order for the model to be 
accepted. If this value is less than 3 for good fit and less than 5 for acceptable fit, 
the overall fit of the model is accepted. These fit indices values are expressed in 
different ways in different sources. However, sources such as Meydan and Şeşen 
[27], Tabachnick and Fidell [31], Schumaker and Lomax [32], and Şimşek [33] 
could be accepted as references for acceptable indices values. Here, the most 
commonly-used model goodness-of-fit indices values reported in research will 
be briefly explained and their acceptable limits will be shared.



66       REGRESSION, MEDIATION / MODERATION, AND STRUCTURAL EQUATION . . .

Structural equation model tests provide evaluation criteria, or fit indices, 
of the extent to which the model being tested is suitable for the data collected 
for that model [27,34]. The compatibility or incompatibility of a model with the 
data is determined by evaluating the various fit indices revealed as a result of 
the test. Although the package programs used in SEM calculate some similar 
goodness-of-fit indices, they also consider different indices. Since this book is 
purely focused on the AMOS program, some of the important fit indices that 
will be encountered in AMOS will be explained.

Chi-Square Goodness of Fit: It is the most widely-used statistic to test 
the overall model fit and can be considered as an initial fit index in a sense. The 
result of the chi-square test is the test of the fit between the data and the model. 
In this context, the Chi-Square test tests the hypothesis of whether the developed 
model and the model that emerges in the covariance structure of the observed 
variables are different. Provided that the estimated Chi-square statistical value 
is small, it is decided that the fit is good. In addition, since this is a difference 
value, if the value is significant, it means that the two models differ significantly 
from each other. Therefore, the insignificance of the chi-square value indicates 
the fit of the model.

Degrees of freedom: It is important in the chi-square test. The chi-square 
value can be significant in most model tests. For this reason, for the significance 
of the model, the ratio of the chi-square to the degrees of freedom (SD) is 
considered rather than whether the chi-square alone is significant. In this case, 
the chi-square/SD ratio being less than 5 shows that the overall fit of the model 
is acceptable, even if the chi-square is significant. In our example, Chi-square/
SD was found to be 49.335/19=2.59. In this case, although the chi-square was 
found to be significant, it can be said that the general fit of the model is sufficient.

The “Model Fit” tab is selected on the AMOS Output screen to view other 
model goodness-of-fit indices. In this case, the values shown in Figure 3.32 are 
obtained.
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Figure 3.32. “Model Fit” Tab Outputs 

Root Mean Square Residual, RMR: The residual-based fit index, 
RMR, is defined as the square root of the arithmetic mean of the 
squares of the differences between the obtained and included 
correlations. Its values can range between 0 and 1, and it is 
accepted that the fit of the model increases as the value approaches 
zero. An RMR of less than 0.08 indicates that the model is within 
acceptable limits. In this case, the RMR value obtained in the 
model we tested is 0.026, indicating a strong fit. 

Goodness of Fit Index-GFI: GFI, one of the absolute fit indices, is 
a measure of the relative amount of variance and covariance that 
can be explained by the model. It has a value between 0 and 1, and 
values above 0.85 are considered acceptable. In the model we 
tested, the GFI was 0.95, which indicates a good fit. 

Adjustment Goodness of Fit Index-AGFI: It is based on a 
correction to the figure showing the degrees of freedom in a less 
constrained model by freeing more parameters [33]. It is the GFI 
value that takes into account the sample size and has a value 
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Root Mean Square Residual, RMR: The residual-based fit index, 
RMR, is defined as the square root of the arithmetic mean of the squares of the 
differences between the obtained and included correlations. Its values can range 
between 0 and 1, and it is accepted that the fit of the model increases as the value 
approaches zero. An RMR of less than 0.08 indicates that the model is within 
acceptable limits. In this case, the RMR value obtained in the model we tested 
is 0.026, indicating a strong fit.

Goodness of Fit Index-GFI: GFI, one of the absolute fit indices, is a 
measure of the relative amount of variance and covariance that can be explained 
by the model. It has a value between 0 and 1, and values above 0.85 are considered 
acceptable. In the model we tested, the GFI was 0.95, which indicates a good fit.

Adjustment Goodness of Fit Index-AGFI: It is based on a correction to 
the figure showing the degrees of freedom in a less constrained model by freeing 
more parameters [33]. It is the GFI value that takes into account the sample size 
and has a value between 0 and 1, where 0.90 and above is considered a good fit. 
In our test model, the AGFI was found to be 0.906, indicating a good fit.

Normed Fit Index, NFI: NFI, one of the comparative fit indices, is 
calculated by dividing the chi-square value of the tested model by the chi-square 
value of the independent model [35]. The index takes a value between 0 and 1 
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and can give unreliable results in small sample values. Values above 0.90 in the 
index are considered acceptable. In our model, the NFI has a value of 0.910, 
which is within acceptable limits.

Incremental Fit Index, IFI: Another comparative fit index, IFI, was 
introduced to find solutions to the problems created by the variability in NFI. 
Index values of 0.90 and above indicate a good fit. In our test model, the IFI 
value of 0.943 indicates a relatively good fit.

Comparative Fit Index, CFI: An index close to 1 indicates the goodness 
of fit. Like other comparison indices, CFI is sensitive to sample size. A CFI 
value of 0.95 and above indicates a good fit. The CFI value of 0.942 in our test 
model indicates an acceptable fit.

Root Mean Square Error of Approximation, RMSEA: Its value ranges 
from 0 to 1. Values close to zero (0) are required (minimum error between the 
observed and produced matrices). Values up to 0.08 indicate acceptable fit. Index 
values of 0.10 and above indicate poor fit. RMSEA, like other comparative fit 
indices, is very sensitive to the number of samples. Hu and Bentler [36] found 
that in small-sample models (sample size less than 250), RMSEA rejects a model 
that should in fact be accepted. In the model we tested, the RMSEA was found 
to be 0.086, indicating an acceptable fit.

There is no absolute consensus on which fit indices should be reported for 
SEM models. This mostly depends on the purpose of the research. However, chi-
square, DF, and goodness fit index values are always given in each study, and 
the results of one or two of the other indices are expressed in accordance with 
the purpose [27]. The results of our test model are shown in Table 3.12. When 
the obtained values are examined, it is seen that the index values of the model 
are within acceptable limits. Therefore, the results of the first level confirmatory 
factor analysis we tested show that the scale used has two dimensions, with 5 
items in the first dimension and 3 items in the second dimension. This type of 
presentation will suffice when providing test results for most models.

Table 3.12. Confirmatory Factor Analysis Results of the Self-Efficacy Scale
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MODIFICATION OF THE MODEL

In structural equation modeling, after computing the fit indices, the next step 
is to calculate the modification indices (MI), which give information about the 
arrangement of the model. MI suggests modifications that should be made to 
the model by evaluating the covariance between observed and latent variables. 
These modifications are created based on error terms and represent the amount 
of chi-square that was not originally predicted in the model but will be gained in 
the model by making the corresponding revisions. In this context, modifications 
include proposed new connections between observed or latent variables. The 
suggested modifications for the model we tested are shown in Figure 3.33 by 
selecting the “Modification Indices” tab in the output file.

In the data in Figure 3.33:
Column 1 indicates error terms that can be modified (covariated) in AMOS.
Column 2 shows the modification indices coefficients. These numbers 

represent the change in CMIN/DF when two error terms covariate. Therefore, 
researchers who want to bring the CMIN/DF value to the desired level should 
first examine column 2 (Figure 3.33) and make the covariation between the 
error terms with the highest value. One of the most important questions that 
arises is what the minimum value of M.I should be. There is no recommended 
lower threshold for the M.I value to be able to conduct the covariate process in 
the extant literature. However, in line with the experience and knowledge of the 
authors of this book, it is recommended not to covariate error terms with M.I 
values below 15.000.

The values in the 3rd column express the change in CMIN/DF as a 
percentage when two error terms covariate.
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Figure 3.33. Modification Indices

Care must be taken when making modifications because the modification 
process could contradict the basic principles of SEM [27]. where every covariance 
could distort the originally designed model. Therefore, every modification in the 
model made to revise the fit indices must be based on a theoretical background. 
Otherwise, associating the variables with each other just to correct the indices 
may mean that a model is tested that will never exist. Particularly care should be 
taken when making a revision if a modification suggested by MI causes a very 
large decrease in the chi-square value of the model. The tested model in our 
cases does not require any modifications. However, if such a modification were 
to be made as an example, since covariating the error terms e2 and e6 would 
give the highest revision, the modification would have to be made here first. One 
such modification model is presented in Figure 3.34.
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Figure 3.34. Modified Model 

 

The fit indices after modification are also shown in Figure 3.35. As 
can be seen from the figure, all values improved after modification. 
While the chi-square/SD value decreased to 2.114, the other fit 
index values also increased. However, a point to be noted here is 
that the covariation of e2 and e6 has moved away from the original 
scale, the original structure has been distorted, and the items ozyo6 
and ozyo7 have become equal to each other. In other words, these 
two items are reduced to a single item. The fact that both items are 
now under different dimensions shows that such a modification 
would not be very accurate. This modification, made to be purely 
exemplary, is not a highly preferred situation in real applications. If 
a modification is to be made, covariation of two items under the 
same dimension should be preferred. 

Figure 3.34. Modified Model

The fit indices after modification are also shown in Figure 3.35. As can 
be seen from the figure, all values improved after modification. While the chi-
square/SD value decreased to 2.114, the other fit index values also increased. 
However, a point to be noted here is that the covariation of e2 and e6 has moved 
away from the original scale, the original structure has been distorted, and the 
items ozyo6 and ozyo7 have become equal to each other. In other words, these 
two items are reduced to a single item. The fact that both items are now under 
different dimensions shows that such a modification would not be very accurate. 
This modification, made to be purely exemplary, is not a highly preferred 
situation in real applications. If a modification is to be made, covariation of two 
items under the same dimension should be preferred.
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Figure 3.35. Fit Indices of the Modified Model 

 

After the modifications have been made, the next step is to test the 
model again. If appropriate fit indices are obtained as a result of the 
retest, the model will be accepted. Otherwise, a modification could 
be made again if it is possible. This process is repeated until it is 
not possible to make a new modification and the model is accepted 
or rejected according to the resulting fit indices. 

 

 

 

 

 

Figure 3.35. Fit Indices of the Modified Model

After the modifications have been made, the next step is to test the model 
again. If appropriate fit indices are obtained as a result of the retest, the model 
will be accepted. Otherwise, a modification could be made again if it is possible. 
This process is repeated until it is not possible to make a new modification and 
the model is accepted or rejected according to the resulting fit indices.
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RELIABILITY

Reliability of measurement tools is a necessary prerequisite for a healthy 
interpretation of research results [40]. Therefore, researchers should ensure that 
the measurement tool they are using is reliable. Reliability refers to the stability 
of the measurement tool and its consistency over time [40]. In other words, 
reliability is related to the fact that the measurement tool gives similar results 
when applied at different times. Of course, it is unlikely that the measurement 
tool will give the same results every time due to differences in the time of 
application, as well as changes in the population and sample. However, a strong 
positive correlation between the results of the measurement tool indicates the 
reliability of the measurement tool.

Different methods for determining the reliability of measurement tools 
are available for research in social sciences. These are test-retest reliability, 
alternative forms, split-halves, inter-rater reliability and internal consistency 
tests. The most widely used in social sciences is the internal consistency test [40].

Internal consistency is related to the reliability of the items in the 
measurement tool. It measures the consistency of the items in the measurement 
tool and examines how well the measurement tool measures a particular behavior 
or attribute. Internal consistency of the measurement tool can be determined 
using item-total correlations, Kuder-Richardson-20 & 21, and Cronbach’s alpha. 
However, the most widely-used method used to determine internal consistency 
in social science research is to calculate the Cronbach’s alpha value [40].

The most popular method for testing internal consistency is the Cronbach’s 
alpha internal consistency value, which was developed by and named after 
Cronbach [37]. It has been generally accepted in the literature and still maintains 
its validity. As the Cronbach’s alpha value, which takes a value between 0 and 
1, approaches +1, the internal consistency of the measurement tool becomes 
higher

The following formula is used to measure the Cronbach’s alpha value:
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N = Items in the measurement tool 
2
İS  = Variance of each item 
2
xS  = The sum of variance scores of each item in the measurement 

tool 
 

 

Although there are different interpretations in the literature 
regarding the Cronbach's alpha value, the generally accepted 
approach is presented in the table below. 

Table 3.13. Confidence Coefficients 
Cronbach Alpha 

Value 
Interpretation of the Cronbach’s Alpha 

Value 
α  ≥ 0.9 The internal consistency of the scale is high, 
0.7 ≤ α < 0.9 The scale has internal consistency, 

0.6 ≤ α < 0.7 The internal consistency of the scale is 
acceptable, 

0.5 ≤ α < 0.6 The internal consistency of the scale is weak, 
α ≤ 0.5 The scale has no internal consistency. 

 

If researchers calculate the Cronbach's alpha value to be 0.95 or 
higher, which indicates the internal consistency of the scale, they 
believe that the measurement tool is very reliable. However, this is 
not the correct approach. The fact that the reliability of the 
measurement tool has a very high value indicates that some 
expressions in the measurement tool are the same as each other and 
they do not have distinctive features [40]. In other words, it states 

 = Variance of each item
2
xS  = The sum of variance scores of each item in the measurement tool
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Although there are different interpretations in the literature regarding the 
Cronbach’s alpha value, the generally accepted approach is presented in the 
table below.

Table 3.13. Confidence Coefficients
Cronbach Alpha Value Interpretation of the Cronbach’s Alpha Value
α  ≥ 0.9 The internal consistency of the scale is high,
0.7 ≤ α < 0.9 The scale has internal consistency,
0.6 ≤ α < 0.7 The internal consistency of the scale is acceptable,
0.5 ≤ α < 0.6 The internal consistency of the scale is weak,
α ≤ 0.5 The scale has no internal consistency.

If researchers calculate the Cronbach’s alpha value to be 0.95 or higher, 
which indicates the internal consistency of the scale, they believe that the 
measurement tool is very reliable. However, this is not the correct approach. The 
fact that the reliability of the measurement tool has a very high value indicates 
that some expressions in the measurement tool are the same as each other and 
they do not have distinctive features [40]. In other words, it states that there 
are more expressions in the measurement tool than there should be, and that 
this behavior or quality could be measured with fewer expressions. When you 
submit an article for publication in an SSCI/SCI indexed journal, it is likely that 
the referees will criticize this issue. Likewise, a Cronbach’s alpha value between 
0.6 and 0.7 may not be considered sufficient for SSCI/SCI indexed journals. 
Therefore, a Cronbach’s alpha value of 0.7 and above indicates that the scale 
has internal consistency.
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RELIABILITY ANALYSIS WITH SPSS

Previously, we conducted analysis to determine the validity of the scales. Now, 
we will determine the reliability of the scales we are using by conducting a 
reliability analysis of each scale that we have included in the research. To 
perform the analysis, we first open the “Data-1.sav” file. You can access this file 
at www.indataanalysis.com

We follow the steps below:

1. Analyze ---> Scale ----> Reliability Analysis…

Figure 3.36. SPSS “Analyze” Screen

2. The items of the relevant variable are moved to the opened screen and 
the “Statistics” button is clicked.

Figure 3.37. “Reliability Analysis” Screen
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3. Analyses to be made are selected on the Statistics screen. 

Figure 3.38. “Statistics” Screen

Table 3.14. Case Process Summary Table

Table 3.15. Reliability Value Table
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Table 3.16. Inter-Item Correlation Table

Table 3.17. Item Total Statistics Table
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INTERPRETATION OF THE FINDINGS

Researchers prefer different methods in their research when calculating the 
Cronbach’s alpha value. All of these approaches are correct. The choice of the 
examples presented below is at the discretion of the researcher.

In the first approach, the researcher indicates the Cronbach’s alpha value 
on the table. In this method, the researcher determines the Cronbach’s alpha 
value of all the variables included in the research and presents them in a table in 
the findings section.

Example 1:
Cronbach’s alpha values showing the internal consistency of the variables 

included in the study were estimated and presented in Table 3.18.

Table 3.18. Cronbach’s alpha values

Number of 
Items

Cronbach’s Alpha Values

Transactional Leadership 4 .768
Charismatic Leadership 6 .868
Job Satisfaction 5 .830

Having examined Table 1.18, it is seen that the Cronbach’s alpha values 
of variables are 0.70 and above, which is the acceptable limit. These values 
indicate that the scales have internal consistency [40].

In the second approach, the researcher states the Cronbach’s alpha values ​​
of the scales in parentheses in the table where the mean, standard deviation and 
correlations are shown. The mean and standard deviation values ​​are explained 
in this analysis, and the correlation analysis will be explained in the following 
sections.

Example 2:
Mean, Standard Deviation, Correlation and Cronbach’s Alpha values of 

the variables included in the study are presented in Table 3.19.
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Table 3.19. Mean, Standard Deviation, Correlation and Cronbach’s Alpha Values

An examination of Table 3.19 reveals that the variables have a positive 
correlation with each other and the Cronbach’s alpha values, which show the 
internal consistency of the variables, are 0.768 and above.

Example 3:
In the third approach, the researcher states the Cronbach’s alpha value 

in the “scales” section, which is the subsection of the “Method” section of the 
article.

Scales:
Transactional Leader: Extant literature on the transactional leadership 

perceptions of employees was examined and the scale developed by Avolio 
and Bass [38] was used. All statements of the scale were graded between 1 
(“strongly disagree”) and 5 (“strongly agree”) in a 5-point Likert type. Sample 
questions of the scale include “He/she sets an example for the employees with 
his/her behaviors.”, “He/she deals with the personal and career development of 
the employees and guides them.” and “Encourages employees to devise creative 
ideas.” The Cronbach’s alpha value, which indicates the internal consistency of 
the scale, was measured as 0.868.

Based on the example in the data set, the same format is applied for the 
“Charismatic Leader” and “Job Satisfaction” scales. In the last sentence, the 
Cronbach’s alpha values of the scale are stated as in transactional leadership 
above.

NOTE: Researchers often use a combination of approaches 2 and 3. 
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INCREASING RELIABILITY

The main reason for the reliability coefficient of the scales used in the research 
being low is generally that the researcher used a scale in his/her research whose 
validity and reliability had not previously been tested. In order to avoid this 
problem, scales whose validity and reliability have been tested and used in 
previous research should be preferred in planned studies.

The literature emphasizes that the scales developed and applied vary according 
to the population and culture in which the research is conducted [40]. For this 
reason, it is important that the scales developed in different cultures are adapted 
to the local language and culture of the country where the research is conducted, 
and their validity and reliability are tested [40]. Another mistake frequently made 
by researchers is that a scale developed in another language ​​is translated into the 
local language and used in the research. This issue usually produces problems 
such as low scale reliability and the inability to reach healthy results. However, 
the population in which the research is conducted is also important. It would be 
beneficial for the researchers to use previously employed scales whose validity 
and reliability have been tested for the population in which they intend to conduct 
the research. Generally, a scale developed for the manufacturing sector may not 
yield the same results when applied to the service sector.

Various different methods can be applied when it is determined that the 
measurement tool does not have sufficient reliability:

1.	If the Cronbach’s alpha value is low, the best method is to increase 
the number of samples. Increasing the sample size will probably increase the 
Cronbach’s alpha value, which indicates the internal consistency of the scale. 
However, it is not true that increasing the number of samples will excessively 
increase the Cronbach’s alpha value.

2.	One of the methods used to increase the reliability of the measurement 
tool in scale development studies is to increase the number of items in the 
measurement tool. As the number of statements increases, the Cronbach’s 
alpha value of the scale will also increase. This is related to the formula used 
to calculate the Cronbach’s alpha value. Therefore, researchers now present 
the Cronbach’s Alpha value as well as the Composite reliability value in their 
research.

3.	If the Cronbach’s alpha value is very low (0.40 and below), there are two 
possible reasons. Firstly, it could mean that the majority of the participants in 
the sample group answered without reading the statements in the measurement 
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tool or gave random answers. In this case, the researcher should examine each 
survey exclude those that have been completed in a certain systematic way. In 
cases where the researcher does not personally administer the questionnaires 
to the participants (such as when a questionnaire is administered by the human 
resources manager or interviewers, or questionnaires are administered in 
electronic environments, etc.), he/she will frequently encounter this problem.

The second possibility is that the scale used by the researcher is a formative 
scale. Formative scales may have negative or zero correlations between 
statements. Scale statements in formative measurement tools determine the 
latent variable and show the causes of the latent variable, not its effects [39]. 
In this case, a very low Cronbach’s alpha value indicates that the measurement 
tool actually works very well. As a result, researchers should know whether their 
measurement tool in their research is ‘formative’ or ‘reflective’ and they should 
use a scale appropriate to the research model and theoretical background.

4.	One of the main reasons why the Cronbach’s alpha value is so low is 
that the researchers do not have sufficient information about the measurement 
tool. There may be reverse coded items in the scale. The researcher’s ignorance 
of this will cause a low Cronbach’s alpha value. In this case, it is useful to 
examine the correlations between the items of the scale in the research. It would 
be more useful to explain this with an example: First, let’s open the “Data-2.
sav” file (You can find this file at www.indataanalysis.com) and follow the steps 
below to perform a reliability analysis.

1. Analyze ---> Scale ----> Reliability Analysis…

Figure 3.38. SPSS “Analyze” Screen
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2. All items of the relevant variable are moved to the “Items” section of the 
screen that opens and the “Statistics” button is clicked.

  
Figure 3.39. “Reliability Analysis” Screen

3. Necessary analyses are selected on the “Statistics” screen and the “OK” 
button is pressed.

Figure 3.40. “Statistics” Screen

Having examined the tables in the “Output” file of SPSS:

Table 3.20. Reliability Statistics Table
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The Cronbach’s alpha value of the Charismatic Leadership scale was 
measured as 0.565.

Table 3.21. Item Total Correlation Table

In the “Item-Total Statistics” table, the “Cronbach’s Alpha if Deleted” 
column shows the researcher the Cronbach’s alpha value that will be obtained 
by deleting each statement. When this column is examined, it is seen that the 
Cronbach alpha value of the scale will increase from 0.565 to 0.849 by removing 
the expression “CharLe6” from the analysis. However, it would be inappropriate 
to decide to exclude the item “CharLe6” from the analysis. This is because when 
we look at the column “Corrected Item-Total Correlation”, it is seen that the 
correlation value of the expression “CharLe6” is negative (r = -0.648). Before 
deleting this statement, the “Inter-Item Correlation Matrix” table should be 
checked.

Table 3.22. Inter-Item Correlation Table

The “Inter-Item Correlation Matrix” table shows us the correlations 
between the expressions in the scale.  It is seen that the expression “CharLe6” 
has a negative (-) correlation with all other expressions. This indicates that the 
expression “CharLe6” is reverse coded compared to other expressions. It is 
useful to give an example to facilitate the understanding of this subject:
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Let’s assume that there are 5 statements below in the scale developed to 
determine charismatic leadership perception.

1. Takes a high degree of personal risk for the sake of the team. (+)
2. He/she creates a collective sense of duty. (+)
3. Makes significant personal sacrifices to achieve goals. (+)
4. Constantly seeks new opportunities to achieve goals. (+)
5. Excites team members with their ideas. (+)
6. Does not seek different ways of doing things. (-)

While most of these items express a positive situation, item 6 expresses a 
negative situation. Therefore, it is natural for this expression to be negative in 
the correlation analysis. This situation shows that the 6th statement is reverse 
coded. The next step is to reverse-code this expression before conducting the 
analysis.
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Reverse-coding process in SPSS:

We follow the procedures described below:

1. Transform ---> Recode into Different Variables…

Figure 3.41. “Transform” Screen

Operations on the screen that opens:

Figure 3.42. “Reverse Code” Screen

Actions to be taken on the screen: 
The scale in our research is a 5-point Likert scale. Therefore, the actions 

to be taken are the assignment of “1 instead of 5”, “2 instead of 4”, “3 instead 
of 3”, “4 instead of 2”, and “5 instead of 1”. On the screen below, it can be seen 
that the operations in the first 4 stages have been made. In order to understand 
the subject, the process to be applied in the last step is explained in Figure 3.43. 
All steps are the same.
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Figure 3.43 shows how to assign “5 instead of 1”.

Figure 3.43. “Reverse Coding Operation” Screen

After performing all the operations, the new variable is seen on the 23rd 
line of the “Variable” screen of SPSS.

Figure 3.44. SPSS “Variable View” Screen

In all subsequent operations we will perform, the expression “NewCharLe6” 
should be used. In other words, the term “CharLe6” will no longer be used at any 
stage of our analysis, and the term “NewCharLe6” will be used instead. If the 
researcher is sure of the correctness of his/her actions, it would be appropriate to 
delete the phrase “CharLe6” in order not to confuse it in future analyses.

After the reverse coding process, the results of the reanalysis are as follows:



VALIDITY AND RELIABILITY        87

Table 3.22. Reliability Statistics Value

With the reverse coding of the 6th statement (NewCharLe6), the Cronbach’s 
alpha value of our scale was measured as 0.868. If you remember, in our previous 
analysis, if this expression was removed, the Cronbach’s alpha value of the scale 
would have been measured as 0.849. Analyses should be interpreted well before 
deciding to extract statements from the scale. “Inter-Item Correlation Matrix” 
and “Item-Total Statistics” tables should be rechecked. 

Table 3.23. Item Total Statistics Table

When the “Cronbach’s Alpha if Deleted” column is examined in the 
“Item-Total Statistics” table, it is seen that the Cronbach’s alpha value will not 
exceed 0.868, irrespective of which expression is removed. In addition, when 
the “Corrected Item-Total Correlation” column is checked, it is seen that all 
expressions are positively (+) correlated. This indicates that our reliability 
analysis was completed correctly.

A mistake that researchers frequently encounter and make is that they 
directly omit some expressions in order to increase the Cronbach’s alpha value 
by considering the “Cronbach’s Alpha if Deleted” column in the “Item-Total 
Statistics” table. Omitting a statement is an important decision. Before doing 
this, factor analysis should be performed and the reason for the omission of the 
statement should be explained theoretically. It is not a correct approach to delete 
expressions, particularly in scales with few expressions (3-4 expressions).
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C H A P T E R  4

CORRELATION AND 
REGRESSION ANALYSES

While correlation analysis is performed to determine whether two 
variables change together and to determine the strength of the 
relationship between the variables, the purpose of regression 

analysis is to express the effect of the independent variable on the dependent 
variable as an equation [1].

For example, correlation analysis could be used to test whether an 
employee with high job satisfaction also has high performance. In regression 
analysis, the effect of job satisfaction on performance is determined. As a result 
of the regression analysis, the extent to which an increase in job satisfaction 
corresponds to an increase in performance can be estimated. In other words, 
regression analysis estimates the value of the dependent variable based on the 
current value of the independent variable, assuming that there is an average 
mathematical relationship between two or more variables [1].

Correlation and regression analyses have three main purposes:

·	 To determine the direction/strength of the relationship between two 
variables without inferring a cause and effect relationship.

·	 To test hypotheses about the cause and effect relationship.
·	 To determine the effect of a one-unit increase in the independent variable 

on the dependent variable.
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Table 4.1. Differences in correlation and regression analyses

Correlation Analysis Regression Analysis
Content Correlation analysis is a 

statistical measure that 
determines the direction and 
strength of the linear 
relationship between two 
variables.

The statistical relationship 
between an independent 
variable and a dependent 
variable is explained by 
regression analysis.

Purpose Determines a statistical 
value about the direction and 
strength of the relationship 
between the variables.

Expresses the effect of the 
independent variable on the 
dependent variable in the 
form of an equation.

Usage Shows the linear relationship 
between two variables.

Estimates the independent 
variable on the basis of the 
dependent variable.

Dependent and 
Independent 
Variables

No difference between 
variables

Both variables are different.

Meaning of 
Achieved Value

The correlation coefficient 
shows the extent to which the 
two variables move together.

The regression coefficient 
shows the effect of a unit 
change in the independent 
variable (x) on the 
dependent variable (y).

Adapted from the study of Sürücü and Maslakçı [1].

Correlation and regression analysis are interrelated in the sense that they 
both deal with the relationships between variables. However, correlation and 
regression analyses should not be interpreted as establishing a cause-effect 
relationship. These analyses show how and the extent to which the variables are 
related to each other. Any inference about the cause-effect relationship should 
be based on the researcher’s decision according to the theoretical framework. If 
you say “two variables are related to each other” you should perform correlation 
analysis, whereas if you say “one affects the other”, you should perform 
regression analysis.



CORRELATION ANDREGRESSION ANALYSES         93

CORRELATION ANALYSIS

Correlation analysis is performed to determine the direction and strength of 
the linear relationship between two variables [1]. The correlation coefficient 
is denoted by “r” and has a value ranging from -1 to +1. As the correlation 
value approaches +1, it shows a positive linear relationship. In other words, it 
means that as the value of one variable increases, the value of the other variable 
will also increase. As the correlation value approaches -1, it means that there 
is a negative linear relationship; in other words, as the value of one variable 
increases, the value of the other variable decreases. However, a correlation 
value of “0” indicates that there is no linear relationship between the variables. 
In short, correlation is a similar quantity trend and shows how much a certain 
increase in one variable will increase the other variable [1].

The sign of the correlation coefficient indicates the direction of the 
relationship (negative or positive), and the obtained value indicates the strength 
of the relationship.

For example, a correlation of r = 0.8 indicates a high and positive relationship 
between two variables, while a correlation of r = -0.3 indicates a very weak and 
negative relationship between two variables. If r = 0, this indicates that there is 
no linear relationship between the two variables.

The table below can be used to evaluate the correlation coefficient.

Table 4.2. Evaluation of the correlation coefficient

The figures below show three hypothetical scenarios where the independent 
variable is plotted along the horizontal axis (X-axis) and the dependent variable 
along the vertical axis (Y-axis).
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Figure 4.1. Direction of Correlation

Calculation of the correlation coefficient is performed with the following 
formula:

( )
22

,

yx ss
yxCovr

´
=

In the formula:
Cov (x, y) = the covariance of x and y.

2
ys ve 2

xs  = the variances of x and y

Pearson product-moment and Spearman rank-order Correlation analyses 
are performed to determine the correlation value. The suitable analysis method 
is determined by the distribution of the variables. Pearson correlation analysis 
should be preferred if the variables are obtained with a ratio or interval scale 
and conform to a normal distribution, and if it does not comply with normal 
distribution (it is sufficient that just one variable does not show normal 
distribution), Spearman correlation analysis should be preferred [1]. If the 
variables are obtained with an ordinal scale, then Spearman correlation analysis 
can be performed.
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CORRELATION ANALYSIS WITH SPSS 

Research question: ‘Is there a relationship between leadership styles and job 
satisfaction?’

If you remember, transactional and charismatic leadership styles are 
identified as leadership styles in our research. Therefore, to answer the research 
question, we first need to determine whether there is a relationship between 
these two leadership styles and job satisfaction, and if a relationship exists, the 
direction and strength of this relationship. Correlation analysis will be performed.

As mentioned in a previous chapter, we conducted analysis to determine 
the normal distribution of the data. Since it was confirmed that the data have a 
normal distribution, it is not necessary to perform an analysis to determine the 
distribution of the data again. Since the data have a normal distribution, the 
Pearson Product Moments Correlation Analysis will be performed. First of all, 
we open the “Data-1.sav” file (You can access this file from the address www.
indataanalysis.com).

We follow the steps listed below:

1. Analyze ---> Correlate ----> Bivariate options are clicked.

Figure 4.2. SPSS “Analyze” Ekranı
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2. The items of the relevant variable are moved to the opened screen and 
the “Options” button is clicked.

Figure 4.3. “Bivariate Correlations” Screen

3. “Exclude cases pairwise” and “Means and standard deviations” are 
selected from the “Options” menu.

Figure 4.4. “Options” Screen
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Having examined the below tables in the “Output” file of SPSS in detail:

Table 4.3. SPSS Output

Table 4.4. Correlation Table



98       REGRESSION, MEDIATION / MODERATION, AND STRUCTURAL EQUATION . . .

INTERPRETATION OF RESEARCH FINDINGS

Although researchers prefer different methods when specifying the correlation 
values in their studies, the most preferred approach is to show the mean, standard 
deviation and correlations between variables in a single table. 

Example:
The mean, standard deviation, and correlation values of the variables 

included in the study are presented in Table 4.5.

Table 4.5. Mean, Standard Deviation and Correlation

As a result of the correlation analysis, it was determined that there is 
a weak and positive relationship between transactional leadership and job 
satisfaction at the 0.05 significance level (r = 0.417, p<0.05), and a moderate 
positive relationship between charismatic leadership and job satisfaction(r = 
0.591, p<0.05).

Note: The mean and standard deviation values in the table can be determined 
by selecting “Mean and Standard Deviations” from the “Options” menu while 
performing the correlation analysis (described in the 3rd item above).
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CORRELATION ANALYSIS WITH AMOS 

Before proceeding to the next sections, where more complex models will be 
examined with structural equation models using AMOS, we would like to state 
that correlation analysis can also be performed with AMOS, although it does 
not fully comply with the capabilities of the program. At this stage, we will 
test the correlation analysis with AMOS, which was described in the previous 
parts of the book and tested with SPSS on Data-1.sav. The AMOS model plot of 
the correlation data previously tested with SPSS is presented in Figure 4.5. As 
can be seen, three observed variables covariate with each other (a bidirectional 
correlation relationship exists between them). The stages of drawing the model 
will not be repeated here. However, the model can be drawn using the shortcuts 
described above.

Figure 4.5. Correlational Model
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Figure 4.6. Test Statistics of the Correlational Model

The correlation test statistics resulting from the analysis of the drawn 
model are shown in Figure 4.6. Accordingly, there is a positive and significant 
relationship between job satisfaction and transactional leadership (r = .417), job 
satisfaction and charismatic leadership (r = .591), and transactional leadership 
and charismatic leadership (r = .451). Values in parentheses here are standardized 
Pearson correlation coefficients. If this correlation analysis is repeated with 
SPSS, the same values will be generated.
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REGRESSION ANALYSIS

Regression analysis is used to determine the strength and direction of the 
relationship between two or more variables [1]. Regression analysis is performed 
using the least-squares method to estimate the value of the dependent variable 
based on the known values of the independent variable or variables [1]. The 
least-squares method is the most common procedure used in regression analysis 
to develop estimates of model parameters.

The variable on which you will make predictions is expressed as the 
“dependent variable” and is denoted by “y”. The variable whose value is given to 
estimate the value of the dependent variable (y) is expressed as the “independent 
variable” and is denoted by “x”.

When regression analysis is used to measure the strength of the relationship 
between a dependent (y) and an independent (x) variable, it is called “simple 
regression analysis” and is calculated with the following formula:

exy ++= 110 bb

 y = Dependent variable
x1 = Independent variable

0b  = The y-intercept for the population.

1b  = The regression coefficients of the independent (x1) and dependent 
variables (y).

 e = Residual (error), a probabilistic value that cannot be explained by the 
linear relationship between y and x.

The following three assumptions are required for regression analysis:
i) Normality of error
ii) Homoscedasticity
iii) Independence of errors
i) Normality of error: This assumption requires that errors around the 

regression line are normally distributed for each value of X (independent 
variables). Inferences about the regression line and the regression coefficients 
will not be seriously affected provided the errors around the regression line for 
each value of the independent variables are not very different from the normal 
distribution.

ii) Homoscedasticity: This assumption means that the variation around the 
regression line should be constant for all values of the independent variables 
(X). Thus, it indicates that errors when X has a low-value change by the same 
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amount as when X has a high value. An important criterion when using the least 
square method is that the homoscedasticity assumption fits the regression line. 
If there are serious deviations from this assumption, data transformations or 
applying the weighted least square method is the correct approach.

iii) Independence of errors: This assumption requires that the errors 
around the regression line are independent for each value of the explanatory 
variables. The independence of errors is particularly important when collecting 
longitudinal data over a certain period (spread over time). In this situation, 
errors in a given period are usually associated with errors in the previous period. 
The independence of errors is a necessary assumption for regression analysis, 
especially in analyses that examine the change of organizational behavior and 
that are examined with data collected in certain periods. For example, if a 
researcher collects data with the same measurement tool 3 times during a period 
of 1 year in the 1st, 6th, and 12th months, and then examines the change in 
organizational behavior with the data, the errors must be independent.

Significance test for the regression coefficient ( 1b ):

To determine the existence of a significant linear relationship between the 
dependent variable (y) and the independent variable (x), a hypothesis test is 
performed by determining zero (null) and alternative hypotheses regarding the 
determined regression coefficient ( 1b ), as stated below.

Null hypothesis (H0): [ 1b  = 0]. It means that there is no linear relationship 
between the dependent and independent variables.

Alternative hypothesis (H1): [ 1b ≠ 0]. It means that there is a significant 
linear relationship between the dependent and independent variables. In general, 
alternative hypotheses are tested in research. E.g., the hypothesis “Charismatic 
leadership affects job satisfaction significantly and positively” is an alternative 
hypothesis.

If the null hypothesis is supported, it can be concluded that that there is no 
linear relationship between the dependent and independent variables. However, 
if the alternative hypothesis is supported, it should be concluded that there is a 
significant linear relationship between the dependent and independent variables.

The researcher uses the following formula to decide on the hypothesis 
result:

1

1

b
cal S

bt =
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Decision: If the calculated value of the test statistics (tcal) is lower than 
the tabulated value (ttab), the null hypothesis is supported. Otherwise, the null 
hypothesis is rejected and the alternative hypothesis is tested.

B1 = The regression coefficients of Y over X1
Sb1 = The standard error of the regression coefficient (b1)
Researchers must decide which regression analysis to use based on the 

model they have developed.
Types of Regression Analysis: 
1.	Multiple Regression
a. Standard Multiple Regression
b. Stepwise Multiple Regression
2.	  Hierarchical Regression

1. Simple Linear Regression: Regression analysis used to describe the 
relationship between a single dependent variable y and a single independent 
variable x.

2. Multiple Regression: Regression analysis conducted to determine the 
effect of more than one independent variable on a dependent variable.

a. Standard Multiple Regression: Multiple independent variables affect 
the dependent variable, and it is a type of regression analysis in which these 
independent variables are put into the model at the same time.

b. Stepwise Multiple Regression: This is the inclusion of independent 
variables in the model with a certain level of significance or a statistical approach. 
Three types of Stepwise multiple regression analysis could be performed:

1) In forward selection analysis, independent variables are included in 
the model one-by-one in terms of their effects and their effects are examined. As 
a result of this examination, the relevant independent variable is either included 
or eliminated from the model.

2) In backward elimination analysis, all independent variables 
are included in the model at the same time. Variables that do not contribute 
significantly are excluded from the model, respectively.

3) In bidirectional elimination (stepwise selection) analysis, the 
independent variables are included in the model one-by-one according the 
preference of the researcher who performed the analysis. The researcher makes 
the decision as to whether the variable should stay in the model or not according 
to its effect. 
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In stepwise multiple regression analysis, the variables to be added 
or subtracted are selected according to the test statistics of the estimated 
coefficients. While the technique has many benefits, such as its ability to solve 
the multicollinearity problem, it requires a certain level of expertise. Therefore, it 
should be preferred by researchers who have a strong familiarity with statistical 
tests.

3. Hierarchical Regression: The researcher determines the order in 
which the independent variables enter the regression equation. The inclusion 
of independent variables in the model is at the discretion of the researcher. The 
researcher uses this initiative in line with the literature review on the subject. 
Independent variables are included in the model first, in order of importance. 
It would be helpful to give an example to facilitate the understanding of the 
subject.

In the next study, the hypothesis of “The effect of leadership styles on 
job satisfaction” will be tested. In the literature review on the subject, there 
are findings that the leadership perceptions of the employees vary according 
to demographic variables [2] as well as that job satisfaction is affected by 
demographic variables such as age, marital status and educational status [3]. For 
this reason, demographic variables (age, marital status and educational status) 
should be controlled in order to obtain more accurate results for the determination 
of the effect of the leadership styles specified in the research on job satisfaction. 
To do this, hierarchical regression analysis should be performed.
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REGRESSION ANALYSIS WITH SPSS 

Before proceeding to the SPSS application, it is useful to show the research 
model. The research model is presented in Figure 4.7.

REGRESSION ANALYSIS WITH SPSS  

 

Before proceeding to the SPSS application, it is useful to show the 
research model. The research model is presented in Figure 4.7. 

 

 

 

 

 

 

 

Research hypotheses:  

Hypothesis 0 (H0): There is no linear relationship between 
leadership styles (transactional and charismatic leadership) and job 
satisfaction. 

Hypothesis 1 (H1): Transactional leadership significantly and 
positively affects job satisfaction. 

Hypothesis 2 (H2): Charismatic leadership has a statistically 
significant and positive effect on job satisfaction. 

Regression analysis will be performed to test these two hypotheses 
that have been determined within the scope of the research. With 
this regression analysis, we can determine the effect of 
transactional and charismatic leadership on job satisfaction. 
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Figure 4.7. Research Model Figure 4.7. Research Model

Research hypotheses: 
Hypothesis 0 (H0): There is no linear relationship between leadership 

styles (transactional and charismatic leadership) and job satisfaction.
Hypothesis 1 (H1): Transactional leadership significantly and positively 

affects job satisfaction.
Hypothesis 2 (H2): Charismatic leadership has a statistically significant 

and positive effect on job satisfaction.
Regression analysis will be performed to test these two hypotheses that 

have been determined within the scope of the research. With this regression 
analysis, we can determine the effect of transactional and charismatic leadership 
on job satisfaction.
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For regression analysis, we first open the “Data-1.sav” file (You can access 
this file from www.indataanalysis.com).

We follow the process steps described below:

1. Analyze ---> Regression ----> Linear… option is clicked.

Figure 4.8. SPSS “Analyze” Screen

2. On the screen that opens, “Job satisfaction” is moved to the 
“Dependent” section, the demographic variables to be controlled are moved to 
the “Independent” section and the “Next” button is then clicked.

Figure 4.9. “Linear Regression” Screen
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3. After clicking the “Next” button, the independent variables are moved
to the “Independent” screen. As you can see here, “Block 2 of 2” appears on the 
screen (just above the Previous button). The next step is step 2 of the hierarchical 
regression analysis. 

Figure 4.10. “Linear Regression” Screen

4. When the “Statistics” tab is clicked, the tabs shown on the screen that
opens are selected.

Figure 4.11. “Statistics” Screen

Multicollinearity: The problem is that the dependent variables included in 
the research act together because the correlation coefficient among themselves 
is high and significant. To understand whether such a problem is encountered in 
the research, the “Part and partial correlations” and “Collinearity Diagnostics” 
tabs should be selected from the “Statistics” menu.

After all the processes are completed, the “OK” button is clicked and the 
outputs of the SSPS are interpreted.
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5. The “Output” file of SPSS is presented below.
Before interpreting SPSS tables, it should be noted that many tables have

two models in the “Model” column. As previously mentioned, when performing 
hierarchical regression analysis, we first included demographic variables (age, 
marital status, and educational status) into the model, and then the independent 
variables (transactional and charismatic leadership). In other words, we created 
two different models. Therefore, there are two models and values for these two 
models in each table.

Table 4.6. Descriptive Statistics

Table 4.7. Correlation Table



CORRELATION ANDREGRESSION ANALYSES         109

The “Correlations” table shows the correlations between the variables. The 
values in triangle number 1 are important. These values show the correlations 
of the independent variables with each other. If this value is greater than 0.800, 
it indicates that the multicollinearity problem has occurred. In other words, 
independent variables with a correlation of 0.800 and above will act together as 
a single variable. In this case, it would be problematic to measure the effects of 
the relevant independent variables separately.

 One more value can be used to detect the multicollinearity problem. In the 
“Coefficients” table below (Table 4.11), the “VIF” column should be examined. 
In the literature, different values have been proposed for the VIF value. Hair et 
al [4] stated that the VIF value should be 4 or below, whereas Allison [5] stated 
that if the VIF value is 2.5 or below, the multicollinearity problem will not occur.

The values in triangle number 2 show the significance of the relationship 
between the variables. If this value is above 0.05, the relationship is not 
significant. For example, when the education line is examined, it can be seen 
that the coefficients of significance are 0.307 (job satisfaction), 0.245 (marital 
status), and 0.313 (age). These values show that education is not associated with 
job satisfaction (0.307), marital status (0.245), or age (0.313).

Table 4.8. Table of Variables

Table 4.8 reveals that firstly, the effect of demographic variables such as 
education, age, and marital status on job satisfaction was analyzed (Model 1), 
while in the second stage (Model 2), the effect of transactional and charismatic 
leadership on job satisfaction was examined.
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Table 4.9. Model Summary Table

This is the table where the values for the results of the model are given 
(Table 4.9). In the “Model Summary” table, the regression coefficient is 
presented as R (remember that the correlation coefficient is represented by “r”). 
The R-Squared value in the second column also shows the variance explained 
as a percentage. It should be noted here that if simple linear regression had been 
applied, in other words, if a dependent and independent variable were included 
in the model, our interpretations would have been shaped according to the 
R-Squared value. Since we have two independent variables in our analysis, it is
more appropriate to interpret the Adjusted R-Squared value. In the light of this
information, it is seen that the variables in Model 1 (education, age, and marital
status) do not have a statistically meaningful effect on job satisfaction (this can
be understood from the sig value of 0.121 in the sig. F change column). In
Model 2, transactional and charismatic leadership were included in the analysis
along with the demographic variables (education, age, and marital status). It
shows that at least one these variables included affects job satisfaction. This
interpretation can be made because the sig value is less than 0.05 (it can be
seen in the table that the Sig value of Model 2 is 0.000). After determining
that at least one variable is effective on the dependent variable, the data in the
“Coefficients” table below should be examined to determine which independent
variable or variables are effective. The Adjusted R-Squared value of Model 2 is
0.371, which indicates that the variables in Model 2 (education, age and marital
status, transactional leader, and charismatic leadership) can explain 37.1% of
job satisfaction.
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Table 4.10. ANOVA Summary Table

Table 4.10 is the ANOVA summary table testing the null hypothesis. The 
null hypothesis is that the model is not significant. In this case, we reject the null 
hypothesis because the p-value is less than 0.05 (Model 2, sig= 0.000). Therefore, 
our model is significant (p<0.05). However, Model 1 is not significant. In other 
words, the demographic variables (age, education, marital status) do not affect 
job satisfaction (p>0.05).

Table 4.11. Coefficients Table

The “Coefficients” table shows the regression coefficients and is the table 
where we test our hypotheses (Table 4.11). The Unstandardized Coefficients 
column shows the B constant coefficients. The B value in the constant line is 
called the intersection (=2.991 for Model 1, 0.186 for Model 2). This means 
that if there were no demographic variables for Model 1 (education, age, and 
marital status), job satisfaction among employees would be 2.991 units, and 
the effect of the demographic variables on job satisfaction would start from this 
constant coefficient of 2.991. Although this statement might seem meaningless 
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at first glance, we found that the Model 1 column in the “Model Summary” 
table explained 1.8% of the change in job satisfaction. Therefore, there is a 
98.2% value that we cannot explain in the formation of job satisfaction (100-
1.8= 98.2). The constant-coefficient (constant value) is high due to the large 
unexplained variance. When we examine Model 2, we see that the constant 
coefficient value (constant) is lower (0.186). When we look at Model 2 in the 
“Model Summary” table (Table 4.9), we see that the demographic variables + 
transactional leadership + charismatic leadership explain 37.1% of the change 
in job satisfaction. Unexplained variance is less than in Model 1. Therefore, the 
constant coefficient value (constant) is correspondingly lower (0.186). The B 
values in the prediction line (0.261 for transactional leadership and 0.451 for 
charismatic leadership) are called the slope. Since the slope has a positive value, 
the correlation will also be positive. B values indicate how many units an increase 
in the independent variable causes the dependent variable to increase by. The 
following comment can be made regarding our example. A one-unit increase in 
transactional leadership causes a 0.261-unit increase in job satisfaction, while a 
one-unit increase in charismatic leadership causes an increase of 0.451 units in 
job satisfaction. In line with these coefficients:

We can say that the effect of transactional leadership on job satisfaction 
is significant and positive (β=0.261, p<0.05), and the effect of charismatic 
leadership on job satisfaction is significant and positive (β=0.451, p<0.05).

As previously stated, our hypotheses are:
Hypothesis 0 (H0): There is no linear relationship between leadership 

styles (transactional and charismatic leadership) and job satisfaction.
Hypothesis 1 (H1): Transactional leadership significantly and positively 

affects job satisfaction.
Hypothesis 2 (H2): Charismatic leadership has a statistically significant 

and positive effect on job satisfaction.
H0: By examining the sig value in the ANOVA table (Sig = .000, p<.05), 

it can be stated that the model is statistically meaningful and H0 hypothesis is 
not supported.

H1: Based on an examination of the regression coefficients in the 
“Coefficients” table (β=0.261, p<0.05), it can be stated that the effect of 
transactional leadership on job satisfaction is statistically significant and 
positive, and therefore, H1 hypothesis is supported.

H2: According to the regression coefficients in the “Coefficients” table 
(β=0.451, p<0.05), it can be stated that the effect of charismatic leadership 
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on job satisfaction is statistically significant and positive, and therefore, H1 
hypothesis is supported.

Note: “Collinearity Diagnostics” and “Excluded Variables” tables are provided 
in SPSS’s Output file. These tables include data related to the calculation of the 
Collinearity Statistics values in the far-right column of the “Coefficients” table. 
In this part of the research, the data in these two tables will not be interpreted.
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INTERPRETATION OF RESEARCH FINDINGS

As will be recalled from a previous section, the mean and standard deviation 
values of the variables are given in the correlation table. To avoid duplication in 
studies, these values are not shown in the regression table. Researchers usually 
state the regression values in a separate table in their studies.

Hierarchical regression analysis was conducted to determine the effect of 
leadership styles on job satisfaction. In this context, the regression results are 
presented in Table 4.12.

Table 4.12. Regression Results
Variables Job Satisfaction

Model 1 Model 2
Age -.088 .118*
Marital status .217 .162
Education .069 .062
Transactional leadership .261**
Charismatic leadership .451***
F 1.969 19.308
R2 .018 .760
∆R2 .037 .354

  *p<0.10, **p<0.05, ***p<0.001

In the first stage of the hierarchical regression analysis, the demographic 
variables were controlled (Model 1), while the independent variables were 
included in the model in the second stage (Model 2). While the demographic 
variables were under control, it was determined that transactional leadership 
(β=0.261, p<0.05) and charismatic leadership (β=0.451, p<0.05) both affected 
job satisfaction significantly and positively. In the light of these findings, while 
the H0 hypothesis was not supported, the H1 and H2 hypotheses were supported.

NOTE: Today, the algorithm used by SPSS for regression analysis is gradually 
losing its validity, and there are increasing opinions that the strength of the 
statistical analysis provided by SPSS is not sufficient. Therefore, it is useful 
to use structural equation modeling, particularly for regression analysis. For 
structural equation modeling, AMOS, R, or Lisrel programs can be used.



CORRELATION ANDREGRESSION ANALYSES         115

REGRESSION ANALYSIS WITH AMOS

While performing regression analysis with AMOS, the model to be tested must 
first be drawn with AMOS Graphics. The process of drawing the model will not 
be described at this stage. The methods previously described in this book should 
be used for model drawing.

The Data-1.sav file will be used for regression analysis with AMOS. As will 
be recalled, transactional leadership, charismatic leadership and job satisfaction 
variables were measured in this file. Additionally, gender, marital status, age and 
education were also included as demographic variables. In the section on regression 
analysis with SPSS, the aim, model and hypotheses of the research were explained 
in detail. Here, testing will be performed with already drawn models.

Observed values or average values calculated on the SPSS dataset can be 
used when performing regression analysis with AMOS. Here, the first step will 
be to evaluate the mean values calculated in SPSS as the observed variable, and 
then we will perform a regression analysis by drawing the latent variable and 
observed variable model, which is the main difference with AMOS.

The first regression model to be tested is the model that treats the mean 
variables calculated as a repetition of SPSS as directly observed variables. The 
model is shown in Figure 4.12. 

Figure 4.12. Regression Model with Mean Values as Observed Variable
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Figure 4.13. Selection of Analysis Properties

 

Figure 4.14. Pre-Analysis Warning 

 

As can be seen in the model, transactional and charismatic 
leadership predict job satisfaction, and marital status, age and 
gender are also included in the regression as demographic 
variables. At this stage, before proceeding with the analysis, as 
shown in Figure 4.13, the "Standardized Estimates" and 
"Modification indices" options should be checked in the "Output" 
tab under the "Analysis Properties" menu and both standardized 
beta values and model fit indices should be calculated at the end of 

the analysis. When the “Calculate Estimates”   “button is 
clicked, an error message will appear, as shown in Figure 4.14. 
This error message indicates that the process will continue without 
a correlational relationship between some observed variables. Here, 
we continue by selecting the "Proceed with the analysis" option. 

 

Figure 4.14. Pre-Analysis Warning

As can be seen in the model, transactional and charismatic leadership 
predict job satisfaction, and marital status, age and gender are also included 
in the regression as demographic variables. At this stage, before proceeding 
with the analysis, as shown in Figure 4.13, the “Standardized Estimates” and 
“Modification indices” options should be checked in the “Output” tab under 
the “Analysis Properties” menu and both standardized beta values and model 
fit indices should be calculated at the end of the analysis. When the “Calculate 

Estimates”  “button is clicked, an error message will appear, as shown in 
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Figure 4.14. This error message indicates that the process will continue without 
a correlational relationship between some observed variables. Here, we continue 
by selecting the “Proceed with the analysis” option.

 

Figure 4.15. Standardized Beta Coefficients on the Default Model Tab

The standardized beta coefficients obtained as a result of the
analysis are shown in Figure 4.15. This shape can be obtained by
clicking the "Default Model" tab in the AMOS menu. Click the

“View Text” button to see the values obtained as a result of the
regression analysis. When the "Estimates" tab is selected in the
window that appears, the values in Figure 4.16 will be displayed.

Figure 4.16. “Estimates” Tab Screen
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The standardized beta coefficients obtained as a result of the analysis 
are shown in Figure 4.15. This shape can be obtained by clicking the “Default 
Model” tab in the AMOS menu. Click the “View Text”  button to see the 
values obtained as a result of the regression analysis. When the “Estimates” 
tab is selected in the window that appears, the values in Figure 4.16 will be 
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Figure 4.15. Standardized Beta Coefficients on the Default Model Tab

The standardized beta coefficients obtained as a result of the
analysis are shown in Figure 4.15. This shape can be obtained by
clicking the "Default Model" tab in the AMOS menu. Click the

“View Text” button to see the values obtained as a result of the
regression analysis. When the "Estimates" tab is selected in the
window that appears, the values in Figure 4.16 will be displayed.

Figure 4.16. “Estimates” Tab ScreenFigure 4.16. “Estimates” Tab Screen
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When the obtained values are examined, it is seen that the variables of 
transactional leadership, charismatic leadership and age have a significant 
effect on job satisfaction. The beta and standardized beta values are the same 
as those with SPSS above. It is important to remember that the same model 
test could also be tested with different prediction models and different analysis 
parameters could be selected. Since the focus of this book is not to introduce 
the AMOS program, details on this topic will not be provided. However, for 
example, different estimation models can be tried by selecting “Generalized 
least squares” instead of “Maximum likelihood” in the “Estimation” tab, and 
“Indirect, direct & total effects”, “Tests for normality and outliers” in the 
“Output” tab. Additionally, direct, indirect and total effects on the dependent 
variable can be calculated and normality tests of the data can be performed. The 
reason why we mention the “Indirect, direct & total effects” tab in particular at 
this stage is that it will be used in the mediation test with AMOS, which will 
be presented in the following sections. Researchers who use the program could 
make different calculations. The reporting and interpretation of the findings will 
be as described in the SPSS analysis section above.

The second way of performing regression analysis with AMOS is to design 
a structural regression model. While doing this, unobservable and observed 
variables are plotted on the model, instead of taking the calculated averages 
directly as the observed variable. The same example above is drawn as a 
structural regression model shown in Figure 4.17.

Figure 4.17. Structural Regression Model

As shown in Figure 4.17, latent variables and observed variables
are included in the structural regression model. In fact, this is
perhaps the different and most meaningful aspect of testing
regression analysis with AMOS. The results are presented in Figure
4.18.

Figure 4.17. Structural Regression Model

As shown in Figure 4.17, latent variables and observed variables are 
included in the structural regression model. In fact, this is perhaps the different 
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and most meaningful aspect of testing regression analysis with AMOS. The 
results are presented in Figure 4.18.

Figure 4.18. Structural Regression Model Test Results “Estimates” Tab

As can be seen in Figure 4.18, while the variables charismatic leadership 
and age have a significant effect on job satisfaction, the effects of other 
variables are insignificant. As can be immediately observed, these results are 
quite different from the above regression analyses despite the use of exactly the 
same data set. The most important difference is that the effect of transactional 
leadership is meaningless. As can be understood, analyses with SPSS or directly 
observed variables with AMOS yield different results since latent variables are 
calculated by averaging. On the other hand, AMOS first calculates three latent 
variables (transactional leadership, charismatic leadership and job satisfaction) 
in the confirmatory factor analysis model and then performs the regression. In 
the standard regression calculation conducted by taking the average, the basic 
assumption is that all observed variables that constitute the latent variable have 
an equal effect on the latent variable. However, the results reveal that this is 
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not true because this structural regression analysis with AMOS indicates that 
not all observed variables are equally effective in calculating latent variables. 
Therefore, this error is inevitable in regression analyses based on means (it is 
useful to remember the Type-1 and Type-2 error issues at this point). Therefore, 
as previously mentioned, structural regression models are increasingly preferred 
today because they can work with small sample sizes, minimize measurement 
errors, and do not require normal distribution assumptions.
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C H A P T E R  5

ANALYSIS OF THE INTERMEDIATE 
VARIABLE EFFECT

Differences between the Mediator and Moderator Variable

When researchers detect an empirical relationship between two 
variables, they want to include a third variable in the model as the 
next step to clarify the nature of this simple relationship. This third 

variable, called the mediator or moderator, is frequently preferred by researchers 
to explain the relationship between the independent and the dependent variable 
in depth and to examine the effects in the relationship between them that do not 
appear at first glance.

Researchers are mostly undecided about whether the third variable is the 
“mediator” or the “moderator” variable while constructing a model. The basis of 
this indecision lies in the fact that the difference between the two variables is not 
well known. Although moderating and mediating variables are different concepts, 
they are often confused by researchers. For this reason, it is useful to know the 
meaning of the two concepts and what purpose they serve. These two terms are 
related to better understanding the relationship between an independent and a 
dependent variable. As a third variable, the mediating and moderating variables 
are concerned with controlling how they fit into the relationship between the 
independent variable and the dependent variable, and the similarities between 
the mediator/moderator variables are limited to this. It is easy to confuse these 
variables, but it should be noted that the mediator and moderator variables are 
two different terms that require different statistical approaches. The differences 
between them are briefly summarized below:

1. The moderator variable affects the strength of the relationship between
two variables (dependent and independent variable), whereas the mediator 
variable explains the relationship between two variables. In other words, the 
moderator variable changes the relationship between the independent and 
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dependent variables. The mediating variable, on the other hand, functions as a 
channel that affects the dependent variable.

2. Analyses for the moderator variable are a way of determining whether
it affects the strength or direction of the relationship between the dependent 
and independent variable as a third variable. When the intensity/strength of 
the moderator variable is changed, the relationship between the dependent and 
independent variables could change statistically. The mediator variable, on the 
other hand, could reduce or eliminate the strength of the relationship between 
the dependent and independent variables. As can be seen, the moderator variable 
is effective in its value/strength in the relationship between the dependent and 
independent variables. This is not the case with the mediator variable.

3. In models for the mediator variable, there is a third (intermediate) variable
with a constant strength/effect in the relationship between the independent 
variable and the dependent variable, while the strength/intensity (low, medium, 
and strong) of the third (moderator) variable is not constant in the models for 
the moderator variable. Therefore, while the effect of the independent variable 
on the dependent variable is shaped by the strength of the moderator variable, 
this relationship changes with the constant presence of the mediator variable in 
models for the mediating variable.

4. The mediator variable is a more explicit concept than the moderator
variable. The mediator variable mediates the relationship between the dependent 
and independent variables and explains the reason for the existence of this 
relationship. The main purpose of mediator variable analysis is to determine 
whether the effect of the mediating variable is stronger than the direct effect of 
the independent variable.

5. While models for the mediating variable make theoretical claims about
the causal relationships between variables, this is not the case for models for the 
moderator variable.

6. Models for the mediating variable try to determine how and why the
relationship between two variables occurs, while models for the moderator 
variable try to determine in which situations or when the relationship between 
two variables increases/decreases.

7. In models for the mediating variable, the mediating variable is the
consequence of the independent variable and the antecedent of the dependent 
variable. In other words, there is a causal relationship between all variables. On 
the other hand, in models for the moderator variable, the moderator variable 
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may not be the consequence of the independent variable, and nor may it be the 
antecedent of the dependent variable.

8. Moderation refers to the conditions under which an impact changes in
size, while mediation refers to the underlying mechanisms and processes that 
unify antecedents and consequences.

As can be seen, there are fundamental differences between the mediator 
and the moderator variables. Whether a variable is hypothesized as a mediator 
or moderator is primarily determined by your research hypothesis, which you 
have formulated in line with the theoretical framework. In determining your 
research hypothesis, you should review the literature on your research topic and 
analyze the research in the context of your research question. If the literature 
for your research question is relatively limited, it would be appropriate to make 
use of theories Lipsey [1] argued that theory should be used to shed light on the 
black box (mediator, moderator) of how the independent variable affects the 
dependent variable. Many researchers in the literature constantly discuss their 
research questions as being “theory-based”. In particular, the theory of social 
change, the theory of reasoned action, the theory of equality, the theory of self-
determination, the theory of planned behavior, and the theory of expectation are 
among the frequently used theories.
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ANALYSIS OF THE MEDIATOR VARIABLE EFFECT

The mediator variable works as a “mechanism” between the dependent and 
independent variables and helps to explain the relationship between the two 
variables ([2,3,4]). The mediator variable tries to explain how or why the 
relationship between two variables occurs and defines the psychological process 
between the variables. The existence of the mediator variable occurs when the 
relationship between the dependent and independent variable could be partially 
or completely explained by a third variable. In other words, if the effect of the 
independent variable on the dependent variable occurs partially or completely 
through a third variable, it is possible to discuss the existence of a mediator 
variable. 

Statistical tests for the mediator variable aim to directly evaluate and test 
this proposition. In tests for the mediator variable, when the mediator variable 
is kept constant or controlled, it is determined to what extent the relationship 
between the independent variable and the dependent variable changes. The 
mediator variable is sometimes detonated as the intervening variable. An 
intervening variable in statistics is generally considered a subtype of a mediator 
variable. However, the lines between the two terms are somewhat blurred and 
they are often used interchangeably. In our study, we will consistently use the 
term “mediator variable” without having a concept discussion.

In simple mediator models, the effect of an independent variable (X) on a 
dependent variable (Y) is transmitted via a third variable (mediating variable, 
M). In other words, X affects M and M affects Y. Figure 5.1 below shows the 
path diagram for a simple mediation model.

Figure 5.1. Simple Regression Model

The example above shows a model that associates an independent variable 
(X) with a dependent variable (Y), and it is a model that simply shows the
relationship between one variable and another variable. Note that the path from
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X to Y is assigned the symbol c. The coefficient e1 represents the unexplained 
part in the relationship between X and Y.

Figure 5.2. Simple Mediation Model (Extensive demonstration)

33 ' eMXY bc +++= bbb

22 eXM a ++= bb

The above model represents a simple mediation model, which will be 
mentioned throughout most of the book. Arrows show the direction of the 
relationship between variables (X to M, M to Y, and X to Y). Also, symbols 
are displayed above each arrow, which correspond to the relationships between 
variables (a, b, and c’). The parameter e3 represents the unexplained part of the 
relationship of X and M with Y. The parameter e2 represents the unexplained 
part of M in its relation to X.

Figure 5.3. Simple Mediation Model
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In the model, the independent variable (X) affects the dependent variable 
(Y) through a third variable, the mediator variable (M). Thus, the mediator
variable (M) helps to explain the effect of X on Y and also explains how
and why the relationship between the two variables occurs. For example,
organizational commitment could be an important mediator variable in the effect
of job satisfaction on job performance. Based on this example, the effect of job
satisfaction on job performance is possible through organizational commitment.
Therefore, if job satisfaction affects job performance and the relationship
between the two variables weakens when the organizational commitment
variable is included in this relationship, partial mediation can be mentioned,
whereas if the relationship between the two variables disappears completely,
then full mediation is mentioned.

As can be seen, there are two mediating effects: partial and full mediation. 
Partial mediation occurs when the mediator variable is only responsible 

for part of the relationship between the dependent and independent variables. 
In other words, even when there is no mediator variable, there is a relationship 
between the dependent and independent variables, but the relationship is not 
that strong.

Full mediation is the situation in which the entire relationship between 
the dependent and independent variables occurs through the mediator variable. 
In the case of full mediation, the independent variable cannot directly affect 
the dependent variable and rather does so through a third variable, namely a 
“mediator variable”. If the mediator variable is removed from the model, the 
relationship between the dependent and independent variables disappears. 
In other words, the relationship between the independent and the dependent 
variables becomes statistically insignificant.
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There are four different methods for determining the mediator variable.

1. The four-step method proposed by Baron and Kenny [5]
It is a four-stage regression (Multiple regression) method introduced to

the literature by Baron and Kenny [5]. It is the oldest method in the field of 
mediation modeling. Although Baron and Kelly’s method is one of the original 
methods used for mediation testing, it has low statistical power. This method 
will be described in our book because it provides a very explicit approach to 
relating variables and is occasionally requested by reviewers (journal reviewers 
or editors).

2. Mediation testing with AMOS Structural Equation Modeling
Many researchers argue that structural equation modeling (SEM) is better

than Baron and Kenny’s [5] “causal steps” approach [6, 7]. The main advantage 
of SEM is that it simultaneously estimates the statistical values calculated 
in each step in Baron and Kenny’s [5] method, instead of assuming that the 
analyses conducted in the four steps specified in Baron and Kenny’s [5] method 
are independent. However, due to the technical complexity of SEM, it is not 
preferred by researchers. In our book, SEM will be explained in its most basic 
form and the technical complexity of SEM will be avoided.

3. Mediation test with SPSS Process Macro
This is the contemporary bootstrap method developed by Hayes [8] which

is frequently used by today’s researchers to detect the mediating effect. This 
method provides gives stronger statistical results than Barron and Kenny’s 
[5] method and is easier to perform than SEM. It evaluates according to the
confidence interval, not the p (significance) coefficient applied by Baron and
Kenny [5].

4. Least Squares Method (Smart Pls): It is a kind of structural equation
modeling. However, its validity has not yet been fully proven, and for this 
reason, this method will not be included in our book.
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ANALYSIS OF THE MEDIATION EFFECT WITH THE 
BARON & KENNY CAUSAL STEPS APPROACH [5]

In 1986, Baron and Kenny published a paper in which they described how 
statistical tests of mediation hypotheses are performed. Since the publication of 
Baron and Kenny’s [5] article describing a method for evaluating mediation, the 
use of mediation models in the social sciences has increased dramatically. Until 
the bootstrap method developed by Hayes was recently introduced, Baron and 
Kenny’s [5] causal step approach remained the most widely used mediation test.

Figure 5.4. Simple Mediation Model

The above model represents the simple mediation model, and in the 
following chapters of the book, the analysis will be explained with this model.

Baron and Kenny’s [5] causal steps approach is a 4-step method: Steps 1 
and 2 use basic linear regression, while steps 3 and 4 use multiple regression. 
For mediation to be tested, each of the four steps must be implemented.

1. The total effect of the independent variable (X) on the dependent variable
(Y) must be significant (path c).

2. The effect of the independent variable (X) on the mediator variable (M)
should be significant (path a).
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3. The mediator variable (M) must have a significant effect on the dependent
variable (Y) (path b).

4. When the independent variable and the mediator variable are included in
the regression analysis, the effect of the independent variable on the dependent 
variable (c’) should be less than the total effect of X on Y (c) (partially mediated), 
or the statistically significant effect should disappear (full mediation). As a 
result of the analysis performed in the fourth step, if c’= 0, full mediation can 
mentioned, and if c’< c, partial mediation can be mentioned.

Baron and Kenny [5] stated that partial mediation is a more realistic 
expectation than full mediation in studies conducted in the social sciences. 
Studies have found that most articles result in partial mediation when all the tests 
suggested by Baron and Kenny [5] are conducted and reported appropriately [9].

Finally, in addition to these four causal steps, Baron and Kenny [5] also 
recommended that the Sobel test be performed to test the statistical significance 
of the indirect effect.
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MEDIATION ANALYSIS WITH SPSS 

Research question: Does self-efficacy play a mediator role in the effect of 
transformational leadership on the perception of social support?

Let’s recall Baron and Kenny’s [5] four-stage causal steps method according 
to our research question. Our research model is presented in Figure 5.5.

Figure 5.5. Research Model

We will now test mediation using the four-step causal step method of 
Baron and Kenny [5]. For this, the following steps will be followed. 

Step 1: The effect of X on Y will be tested by simple regression analysis 
and path c will be determined.

Figure 5.6. Effect of X on Y

Step 2: The effect of X on M will be tested by simple regression analysis 
and path a will be determined.

Figure 5.7. Effect of X on M (path  a)
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Step 3: The effect of M on Y (with X under control) will be tested by 
multiple regression analysis and path b will be determined.

Figure 5.8. Multiple Regression Analysis (path b)

Step 4: The effect of X and M on Y will be tested by multiple regression 
analysis and the path c’, in other words its direct effect (the effect of X on Y), 
will be determined.

Figure 5.9. Multiple Regression Analysis (path c’)

In this method proposed by Baron and Kenny [5], if the c’ effect differs 
from the c effect (decreases or loses its meaning), this effect is interpreted as 
being shared by the mediator variable, and the presence of the mediator variable 
(partial or full mediation) can be mentioned

In the causal steps method of Baron and Kenny [5]: 
Total effect (c) = direct effect (c’) + indirect effect (a x b)
- Full Mediation: c’= 0
- Partial Mediation: c’< c
The four-stage ‘Causal Steps’ method proposed by Baron and Kenny [5] 

is frequently used in social science research, and the decision regarding partial 
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or full mediation is made according to the research result. An important issue to 
consider at this stage is that the Sobel test checks the statistical significance of 
the last step of the causal steps method. Therefore, researchers should check the 
statistical significance of the regression analysis performed as the last step with 
the Sobel test [10]. 

For regression analysis, we first open the “Data-3.sav” file (You can access 
this file from www.indataanalysis.com).

We follow the steps below:

For Step 1:

Click on Analyze ---> Regression ----> Linear…

Figure 5.10. SPSS “Analyze” Screen

 
Figure 5.11. “Linear Regression” Screen

As a result of the performed analysis, the following tables will appear in 
SPSS output.
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Table 5.1. ANOVA Table

Table 5.2. Regression Coefficients Table

When the related tables are examined, it is seen that transformational 
leadership has a positive and significant effect on the perception of social 
support (β = 0.328, p<0.05). 

After completing Step 1, we can proceed to Step 2.

For Step 2

Click on Analyze ---> Regression ----> Linear….

Figure 5.12. SPSS “Analyze” Screen
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In the window that opens, we assign the “Self-Efficacy” variable to the 
dependent variable and the “Transformational Leadership” to the Independent 
variable part.

Figure 5.13. “Linear Regression” Screen

As a result of the analysis, the following tables will appear in SPSS.

Table 5.3. ANOVA Table

Table 5.4. Regression Coefficients Table

When the related tables are examined, it is seen that transformational 
leadership has a positive and significant effect on the self-efficacy of the 
employees (β = 0.504, p<0.05).
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After completing the second step, we can proceed to Step 3.

For Steps 3 and 4

In this step, multiple regressions will be performed where the independent 
variable (Transformational Leadership) and the mediator variable (Self-
Efficacy) will be included in the analysis at the same time, and their effect on 
the perception of social support will be determined.

Click on   Analyze ---> Regression ----> Linear…. 

Figure 5.14. SPSS “Analyze” Screen

In the window that opens, we assign the “Perception of Social Support” 
variable as the dependent variable, and the “Transformational Leader” and 
“Self-Efficacy” variables as independent variables.

Figure 5.15. “Linear Regression” Screen
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Table 5.5. ANOVA Table

Table 5.6. Regression Coefficients Table

Therefore, self-efficacy has a positive and significant effect on the 
perception of social support (β = 0.205, p<0.05). With this finding, the third step 
of the causal steps suggested by Baron and Kenny [5] was also provided.

As the fourth step, path c’ should be checked. The indirect effect of 
transformational leadership on the employees’ perception of social support is 
positive and significant (β = 0.224, p<0.05). This finding reveals that the fourth 
step is achieved. 
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If we present all the analyses conducted in the four steps of the model:

If we present all the analyses conducted in the four steps of the 
model: 

 

  

 

Total effect (c) = direct effect (c') + indirect effect (a x b) 

0.328 = 0.224 + (0.504 x 0.205)  

Note; 

Full mediation: c’= 0           Partial mediation:  c’< c  

 

 

 

2nd step path a 

Total effect (c) = direct effect (c’) + indirect effect (a x b)
0.328 = 0.224 + (0.504 x 0.205) 

Note;
Full mediation: c’= 0           Partial mediation:  c’< c 

In the process performed in the first step (detection of the c path), it was 
found that there was a β = 0.328 effect at the 0.001 level of significance on the 
independent variable “Transformational Leadership” and the dependent variable 
“Social Support”; on the other hand, in the regression analysis performed with 
the inclusion of the mediator variable in the model, it was significant at the 0.05 
level. It has been determined that there is an effect at the level of β = 0.224. In 
other words, both the effect and significance of transformational leadership on 
the perception of social support decreased (0.328 – 0.224 = 0.104). In this case, 
it can be said that partial mediation is supported. However, to make this decision, 
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the significance of partial mediation should be tested using the Sobel test. There 
are multiple sites on the Internet on which the Sobel test can be performed. To 
find a suitable website, simply type “Sobel Test” into any search engine. The 
Sobel test at http://quantpsy.org/sobel/sobel.htm was used in this research.

The significance of the effect of the mediator variable is checked filling in 
the relevant results on the fields displayed on the web page.

Table 5.7.  Sobel Test Table

Perform the Sobel Test, the research findings must be entered in the relevant 
sections of the Sobel Test table and the “Calculate” button must be clicked. For 
the convenience of the readers, all the procedures are summarized below.

 
After determining that the effect of the mediator variable is significant, the 

data are reported in the findings section of the research.
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REPORTING RESEARCH FINDINGS

The four-stage regression analysis proposed by Baron and Kenny [5] was 
performed to determine the mediating role of self-efficacy in the effect of 
perceived transformational leadership in an organization on employees’ 
perceptions of social support. The results of the analysis are presented in Table 
5.8.

Table 5.8. Regression Analysis Results

In the first stage of the regression analysis, which comprised four stages in 
total, it was found that transformational leadership had a positive and significant 
effect on employees’ perception of social support (β= 0.328, p<0.001), and in 
the second stage, transformational leadership had a significant positive effect on 
self-efficacy (β= 0.504, p<0.001). 0.001). In the third stage, self-efficacy had 
a positive and significant effect on the perception of social support (β= 0.205, 
p<0.05), while in the fourth stage, multiple regression analysis was conducted to 
determine the indirect effect of transformational leadership on the perception of 
social support and it was determined that this effect was significant and positive 
(β= 0.224, p<0.05). When self-efficacy was included in the model, the effect 
(β= 0.328, p<0.001) and significance of transformational leadership on the 
perception of social support decreased (β= 0.224, p<0.05). In the light of these 
findings, it has been determined that self-efficacy plays a partial mediating role 
in the effect of transformational leadership on the perception of social support. 
To test the significance of the effect of the mediating variable, the Sobel test was 
performed and the test results revealed that the mediation effect was statistically 
significant (z=3.352, p < 0.05).
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Criticisms of Baron and Kenny’s [5] Causal Steps Approach

Baron and Kenny’s procedure for determining whether an independent 
variable influences a dependent variable through a mediator has been adopted 
by researchers and used by many authors for many years, to the extent that it 
was requested almost reflexively by the editors who evaluated the article in the 
jounals. However, over time, concerns about the statistical power of the Baron 
and Kenny [5] method have emerged. This reached the point that as a result 
of these criticisms, Baron and Kenny [5] were ultimately forced to change the 
statistical method used to test mediation [11].

The most important criticism directed towards the method proposed by 
Baron and Kenny [5], which is recognized as the most commonly used method, 
is in relation to path c. Although Baron and Kenny [5] stated that the total 
effect (c-path) of the independent variable on the dependent variable must be 
significant for the mediator effect to occur, subsequent studies have shown 
that this effect does not need to be significant [12]. When determining whether 
variable M mediates the effect of X on Y, the path from X to Y need not be 
considered because this path is not part of the mediating effect [13]. Indeed, the 
total effect specified as path c does not determine the presence or magnitude of 
the indirect effect [7]. In other words, it can be said that there is an indirect effect 
even in the absence of the total effect. With the imposition of this condition, in 
some cases, even though the necessary ways (paths a, b, and c’) to test mediation 
are significant, mediation tests are not performed and mediation is ignored. 
This has led researchers to abandon promising projects and journals to reject 
articles that may be worthy of publication. Today, there is a consensus among 
researchers that the significance of path c is not important in detecting mediation 
[8, 14]. Reputable journals such as SSCI/SCI include studies in which mediation 
has been determined despite the insignificance of path c. Therefore, in future 
studies, researchers who prefer Baron and Kenny’s [5] causal steps approach 
should continue their mediation tests regardless of the presence or absence of 
the direct effect when the indirect effect is supported.  

Baron and Kenny [5] stated that when there is an indirect effect (ab) but 
no direct effect (c’), a full mediation effect occurs, but when there are both 
indirect and direct effects, a partial mediation effect occurs. The strength of the 
mediation should not be measured by the absence of a direct effect, but by the 
magnitude of the indirect effect.
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Baron and Kenny [5] also predicted that research in the social sciences will 
result in partial mediation rather than full mediation. Iacobucci et al. [9] stated 
in a study that “most of the articles result in partial mediation when all tests are 
conducted and reported appropriately”. This is due to the constructional defect 
in the Baron and Kenny [5] method. These concepts are very sensitive to the 
sample size of the research. In addition, in Baron and Kenny’s method, partial 
and full mediation are determined according to the total effect. However, the 
existence of the total effect is not important for the determination of mediation.

Although Baron and Kenny discussed procedures for testing the indirect 
effect (ab), this test is not among the conditions specified in the causal steps 
approach itself. However, it is important for assessing the extent of the mediating 
effect and comparing effects identifying alternative mediation mechanisms.

Finally, researchers using the method of Baron and Kenny [5] predominantly 
rely on the Sobel [10] test to control the statistical significance of the mediating 
effect and also determine the significance of the mediating effect with this test. 
However, the Sobel test is largely considered to be an outdated method, and 
it is emphasized that it is also inadequate and unreliable [13]. The Sobel test 
examines whether the difference between the total effect and the direct effect, in 
other words, the indirect effect, is statistically significant. The Sobel test is based 
on the assumption that the sample distribution for this indirect effect is normally 
distributed. However, since the indirect effect is the outcome of two parameters, 
in the case of a positive indirect effect, the distribution is positively skewed 
to the left with a shorter and fatter tail (the near-zero end of the distribution). 
Therefore, the sample of the indirect effect does not usually show a normal 
distribution. Therefore, tests based on the non-normal distribution of the indirect 
effect produce stronger statistical results than the Sobel test [8]. The bootstrap test 
developed by Preacher and Hayes [15,16] solves this problem associated with 
the Sobel test by creating an empirical sampling distribution. In this respect, the 
bootstrap test, popularized by Preacher and Hayes [15], gives stronger results 
compared to the Sobel test. Therefore, it is recommended that the bootstrapping 
method is used for determining the significance of the mediation.
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STRUCTURAL EQUATION  
MODELING (SEM) WITH AMOS

Criticisms of Baron and Kenny’s [5] causal steps approach have caused 
researchers to move away from this method. To detect the mediating effect, 
researchers now often prefer the “Process Macro” method developed by Hayes. 
This method both provides stronger statistical results than Baron and Kenny’s 
method and is easier to apply. However, many researchers argue that structural 
equation modeling (SME) gives stronger statistical results than the approach of 
Baron and Kenny [5] [6,7].

The main advantage of SEM is that each equation is estimated at the 
same time, instead of assuming that the four analysis steps specified in Baron 
and Kenny’s [5] method are independent. This prevents the Type 1 error from 
occurring. In addition, it is recommended that structural equation models are 
used in complex models where many independent variables and more than 
one mediator variable are included in the model [17]. Therefore, researchers 
can abandon the regression approach of Baron and Kenny [5] and follow the 
structural equation approach. Despite all these positive aspects, the significant 
technical complexity of SEM means that researchers are reluctant to use this 
approach. However, as explained in a previous section of the book, SEM is a 
method that can be easily learned and applied.

Structural Equation Modeling (SEM) is a multivariate statistical method 
used in many disciplines, which is based on a specific theory according to the 
definition of observable and unobservable variables in a causal and relational 
model [18]. SEM can also be considered as more than one regression 
analysis performed at the same time. For this reason, it is observed that some 
authors have also used various different concepts when referring to SEM 
such as causal modeling, causal analysis, simultaneous structural modeling, 
covariance structure analysis, path analysis or confirmatory factor analysis 
[19].

Two important features in structural equation modeling are that the studied 
process includes a series of structural equations (i.e., regression equations) and 
that these structural equations can be visually presented with drawings such that 
the hypotheses can be understood more easily. In this context, SEM analysis 
testing all latent and/or observed variables of the created model to reveal the 
extent to which the result is compatible with the data at hand. If the fit indices 
resulting from testing the model show that there is a fit between the model 
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and the data, the hypotheses formed structurally are accepted, otherwise the 
proposed hypotheses are rejected.,

SEM differs from common multivariate statistical methods in terms of 
certain features [18]. The main differences of SEM are presented below. 

(1) Unlike other statistical methods, SEM adopts a confirmatory approach 
rather than an exploratory approach. Therefore, while many other statistical 
methods try to discover the relationships in the data set, SEM theoretically 
confirms the compatibility of the established relationships with the data. 

(2) While traditional multivariate methods do not have the ability to calculate 
or correct any measurement errors, SEM clearly takes measurement errors into 
account in all analyses and provides very clear results in its calculations.

(3) While traditional methods can only operate on observable variables, 
SEM can perform tests on both observable and latent variables in the same model.

(4) In most statistical methods, analyses are carried out on individual 
observations, and models are established. For example, in methods such as 
multiple regression or Analysis of Variance (ANOVA), regression coefficients 
or error variance estimates are calculated by minimizing the sum of squares of 
the difference between the observed and estimated values of each observation. 
However, in structural model tests, covariances are taken into account rather 
than observations. Instead of minimizing the observed and expected individual 
values, the difference between the sample covariance matrix and the covariance 
matrix estimated by the model is minimized 

(5) A structural model, in its most basic sense, consists of observed or 
latent variables and arrows showing the cause-effect relationship between 
them. In SEM, unlike classical statistical methods, exogenous and endogenous 
variable definitions are used instead of dependent and independent variables. The 
main reason for this is that in SEM models, while a variable is an independent 
variable for some variables, it can also be a dependent variable for some 
variables too [20]. Therefore, it is not a suitable approach to use the dependent 
and independent variable definitions used in traditional regression equations 
when discussing SEM models. In this sense, mediated models, which are the 
primary focus of this book, are structural equation models and SEM can be used 
effectively in testing such models. A simple mediation model shown in Figure 
5.16 will be analyzed as a structural equation model. Notice that our research 
model is the same as the one we used when describing the causal steps method 
of Baron and Kenny [5]. The main research question of the model is “Does self-
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efficacy have a mediating role in the effect of transformational leadership on the 
perception of social support?”. In the model, the perception of transformational 
leadership affects both the perception of social support and self-efficacy of the 
individuals, and at the same time, self-efficacy affects the perception of social 
support. In other words, some (perhaps all) of the effect of transformational 
leadership on the perception of social support is through self-efficacy. Therefore, 
the perception of social support is included in the model as both an affected 
(dependent) and an influencing (independent) variable. As previously stated, 
when the model is evaluated in general, self-efficacy in the model is both a 
dependent and independent variable. Therefore, it would be more accurate to 
define self-efficacy as an internal (affected) or external (affecting) variable. In 
this section, mediation and moderation models will be evaluated using SEM and 
tested with the AMOS program.
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STRUCTURAL EQUATION MODELING WITH AMOS

The model that we will consider first is the simplest test of mediation, which will 
be performed with directly observed variables. Our research question is: Does 
self-efficacy have a mediating role in the effect of transformational leadership 
on the perception of social support? The model is presented in Figure 5.16.
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Two important steps must be taken before analyzing the model. The first 
of these is to select the “Standardized estimates” and “Indirect, direct & total 
effects” options from the “Analysis Properties” menu from the “Output” tab, and 
then secondly, to select the “Perform bootstrap” from the “Bootstrap” tab then 
enter the value of 2000, for example, and tick the “Bias-corrected confidence 
intervals” option. By selecting the Bootstrap option, p values are calculated at the 
end of the analysis, and the amount of virtual data to be produced is determined 
by the number 2000. By selecting the “Indirect, direct & total effects” tab, direct, 
indirect, and total effects will be calculated. The processes are shown in Figure 
5.18 and Figure 5.19, respectively.

Figure 5.18. Output Tab
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Figure 5.19. Bootstrap Tab
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The “Estimates” values generated by testing the model are presented in 
Table 5.9.

Table 5.9. Estimates Values

Estimates (Group number 1 - Default model)
Scalar Estimates (Group number 1 - Default model)
Maximum Likelihood Estimates

Regression Weights: (Group number 1 - Default model)

Estimate S.E. C.R. P Label

SelfEfficacy <--- TransforLeader 1.121 .131 8.552 ***
SocialSupport <--- SelfEfficacy .084 .030 2.802 .005
SocialSupport <--- TransforLeader .204 .067 3.058 .002

Standardized Regression Weights: (Group number 1 - Default model)

Estimate
SelfEfficacy <--- TransforLeader .504
SocialSupport <--- SelfEfficacy .205
SocialSupport <--- TransforLeader .224

Variances: (Group number 1 - Default model)

Estimate S.E. C.R. P Label
TransforLeader 11.992 1.157 10.368 ***
e1 44.327 4.275 10.368 ***
e2 8.529 .823 10.368 ***

Matrices (Group number 1 - Default model)

Total Effects (Group number 1 - Default model)

TransforLeader SelfEfficacy
SelfEfficacy 1.121 .000
SocialSupport .298 .084

Standardized Total Effects (Group number 1 - Default model)

TransforLeader SelfEfficacy
SelfEfficacy .504 .000
SocialSupport .328 .205

Direct Effects (Group number 1 - Default model)

TransforLeader SelfEfficacy
SelfEfficacy 1.121 .000
SocialSupport .204 .084
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Standardized Direct Effects (Group number 1 - Default model)

TransforLeader SelfEfficacy
SelfEfficacy .504 .000
SocialSupport .224 .205

Indirect Effects (Group number 1 - Default model)

TransforLeader SelfEfficacy
SelfEfficacy .000 .000
SocialSupport .094 .000

Standardized Indirect Effects (Group number 1 - Default model)

TransforLeader SelfEfficacy
SelfEfficacy .000 .000
SocialSupport .103 .000

When Table 5.9 is examined, the values in the “Regression Weights: (Group 
number 1 - Default model)” table reveals that all regression coefficients are 
significant (p values are less than 0.05). Standardized coefficients of the same 
values are given in the next table, “Standardized Regression Weights: (Group 
number 1 - Default model)”. The values in these tables are the results of the 
model that includes the independent variable and the mediator variable together. 
However, the values in the “Total Effects (Group number 1 - Default model)”, 
“Direct Effects (Group number 1 - Default model)” and “Indirect Effects (Group 
number 1 - Default model)” tables should be examined to determine whether the 
mediation effect exists.

First, the total effects are examined from the “Total Effects (Group number 
1 - Default model)” table or the “Standardized Total Effects (Group number 
1 - Default model)” table. Accordingly, the total effect of transformational 
leadership on the perception of social support is 0.328 as a standardized beta 
coefficient. By examining the subsequent “Standardized Direct Effect” and 
“Standardized Indirect Effect” tables, it can be understood that 0.224 of this 
effect is a direct effect and 0.103 is an indirect effect. The presence of an indirect 
effect indicates that there is a mediation relationship. However, the main question 
here is whether this mediating effect is significant.

To understand whether the mediation effect is significant, the “Bias-
corrected percentile method” is firstly selected from the “Estimates/Bootstrap” 
Tab, as shown in Figure 5.20, and “Two-Tailed Significance (BC)” is selected 
from the “Bias-corrected percentile method” tab from the new submenu that 
opens, as shown in Figure 5.21. Thus, the degree of significance of the beta 
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coefficients will be seen in the table that is displayed. The significance of the 
beta value of 0.103, which is the mediating effect value obtained, is 0.012, as can 
be seen in Figure 5.21. This value reveals that the mediating effect is significant.

Figure 5.20. Bias-corrected percentile method selection  
from the Estimates/Bootstrap tab

Figure 5.20. Bias-corrected percentile method selection from the 
Estimates/Bootstrap tab 

 

 

 

Figure 5.21. Two-Tailed Significance (BC) Selection from the 
Bias-corrected percentile method tab 

 

 

The processes described thus far can also be performed using the 
common Baron and Kenny method or PROCESS macro with 
SPSS. However, the main advantage of performing a mediation test 
with the structural equation model is that the relationships between 
more than one independent, dependent, and mediator variable could 
be tested in the same model at the same time. As explained in the 
relevant section, the effect of more than one mediator variable can 
be examined simultaneously in the SPSS program with PROCESS 
Macro. However, dependent and independent variables are one 
each. In the case of more than one, the test should be performed 
separately and the obtained values should be evaluated together. 
However, there is no such requirement in the structural equation 
model and mediator test with AMOS. Theoretically, the number of 

Figure 5.21. Two-Tailed Significance (BC) Selection from  
the Bias-corrected percentile method tab

The processes described thus far can also be performed using the common 
Baron and Kenny method or PROCESS macro with SPSS. However, the main 
advantage of performing a mediation test with the structural equation model 
is that the relationships between more than one independent, dependent, and 
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mediator variable could be tested in the same model at the same time. As 
explained in the relevant section, the effect of more than one mediator variable 
can be examined simultaneously in the SPSS program with PROCESS Macro. 
However, dependent and independent variables are one each. In the case of more 
than one, the test should be performed separately and the obtained values ​​should 
be evaluated together. However, there is no such requirement in the structural 
equation model and mediator test with AMOS. Theoretically, the number of 
dependent, independent, and mediator variables can be as many as desired and 
they can be tested simultaneously. Certainly, it should be taken into account that 
as the number of variables included in the model increases, its complexity will 
increase and its theoretical basis will weaken.

We want to show what we mean on the model in Figure 5.22, which has 
increased complexity. While the mediator role of self-efficacy in the effect of 
transformational leadership on the perception of social support was examined in 
the first model, in this model, in addition to transformational leadership, “leader 
support” was also considered as an independent variable. The model is presented 
in Figure 5.22. To test this model with the SPSS PROCESS macro, two separate 
tests will be required. The drawing of the model and the selection of the relevant 
options should be performed as described in the sections above. Here, the direct 
test results will be discussed.
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Figure 5.22. AMOS Drawing of the Two Independent Variable 
Research model 

 

Figure 5.22. AMOS Drawing of the Two Independent Variable Research model
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The results obtained by testing the model are presented in Table 5.10. 
As can be seen from the table, the beta coefficients in all paths are significant. 
Examining the “Standardized Indirect Effects (Group number 1 - Default 
model)” table, self-efficacy in the effect of leader support on social support 
perception was 0.028; on the other hand, there is a mediating effect of 0.079 
in the effect of transformational leadership on the perception of social support. 

Table 5.10. Test Results of the Two Independent Variable Research Model

Estimates (Group number 1 - Default model)
Scalar Estimates (Group number 1 - Default model)
Maximum Likelihood Estimates

Regression Weights: (Group number 1 - Default model)

Estimate S.E. C.R. P Label
SelfEfficacy <--- TransforLeader .968 .129 7.484 ***
SelfEfficacy <--- LeaderSupport .291 .108 2.692 .007
SocialSupport <--- SelfEfficacy .073 .030 2.428 .015
SocialSupport <--- TransforLeader .152 .064 2.382 .017
SocialSupport <--- LeaderSupport .122 .048 2.522 .012

Standardized Regression Weights: (Group number 1 - Default model)

Estimate
SelfEfficacy <--- TransforLeader .449
SelfEfficacy <--- LeaderSupport .161
SocialSupport <--- SelfEfficacy .176
SocialSupport <--- TransforLeader .171
SocialSupport <--- LeaderSupport .164

Variances: (Group number 1 - Default model)

Estimate S.E. C.R. P Label
TransforLeader 11.992 1.157 10.368 ***
LeaderSupport 17.125 1.652 10.368 ***
e1 43.153 4.162 10.368 ***
e2 8.329 .803 10.368 ***

Matrices (Group number 1 - Default model)

Total Effects (Group number 1 - Default model)

LeaderSupport TransforLeader SelfEfficacy
SelfEfficacy .291 .968 .000
SocialSupport .143 .222 .073
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Standardized Total Effects (Group number 1 - Default model)

LeaderSupport TransforLeader SelfEfficacy
SelfEfficacy .161 .449 .000
SocialSupport .192 .250 .176

Direct Effects (Group number 1 - Default model)

LeaderSupport TransforLeader SelfEfficacy
SelfEfficacy .291 .968 .000
SocialSupport .122 .152 .073

Standardized Direct Effects (Group number 1 - Default model)

LeaderSupport TransforLeader SelfEfficacy
SelfEfficacy .161 .449 .000
SocialSupport .164 .171 .176

Indirect Effects (Group number 1 - Default model)

LeaderSupport TransforLeader SelfEfficacy
SelfEfficacy .000 .000 .000
SocialSupport .021 .070 .000

Standardized Indirect Effects (Group number 1 - Default model)

LeaderSupport TransforLeader SelfEfficacy
SelfEfficacy .000 .000 .000
SocialSupport .028 .079 .000

Again, when “Two-Tailed Significance (BC)” is selected from the “Bias-
corrected percentile method” tab, it is understood that these mediator effect 
values obtained are significant, as can be seen in Figure 5.23. This is because 
the beta coefficient of the mediating role of self-efficacy in the effect of leader 
support on the perception of social support is 0.041, and it is 0.013 in the effect 
of transformative leadership.
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Figure 5.23. Two-Tailed Significance (BC) Selection from the 
Bias-corrected percentile method tab in the model with two 
independent variables 

 

Tabulation of the obtained values is performed as described in the 
PROCESS macro method, which will be explained in the next 
section. This is because what is performed in PROCESS macro is 
actually "Bootstrap" analysis and the values are similar. As a result, 
tables are created using the same values. 

 

 

 

 

 

Figure 5.23. Two-Tailed Significance (BC) Selection from the Bias-corrected  
percentile method tab in the model with two independent variables

Tabulation of the obtained values is performed as described in the 
PROCESS macro method, which will be explained in the next section. This is 
because what is performed in PROCESS macro is actually “Bootstrap” analysis 
and the values are similar. As a result, tables are created using the same values.
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ANALYSIS OF THE MEDIATOR VARIABLE EFFECT 
WITH PROCESS MACRO

Mediation analysis is a popular statistical technique that is often used by 
researchers to test hypotheses that examine causal effects. It offers researchers 
a richer understanding of the relationship between the mediating variable and 
the independent and dependent variable. For this reason, researchers often form 
hypotheses for the mediator model. Although many methods can be used to test 
mediator model hypotheses, Baron and Kenny’s [5] causal steps method and 
structural equation modeling (SEM) are the most preferred by researchers.

In the Baron and Kenny [5] method, the coefficients in the mediator 
model are typically determined using a series of multiple regressions, while 
in structural equation modeling (SEM), the coefficients in the model are 
determined by simultaneously creating a structural equation. The causal steps 
approach popularized by Baron and Kenny [5], and then the Sobel test to check 
the significance of the mediation, do not yield strong statistical results. SEM 
analysis, on the other hand, requires a certain level of expertise. Considering 
the criticisms of the approach advocated by Baron and Kenny [5] [14,15,16,21] 
and the complexity of SEM, the “Process Macro” method proposed by Hayes, 
which has gained significant popularity in the statistical mediation literature, is 
considered more attractive by researchers. In addition to its ease of application, 
this method is frequently preferred, as it gives strong statistical results. The 
“Process Macro” method proposed by Hayes is accepted as a contemporary 
approach in today’s literature. In the resampling approach applied in this method, 
Type I error rates are lower than predicted [22], so it is considered a method that 
can provide more accurate confidence intervals.

Confidence intervals include the error in the analysis and determine 
confidence intervals for the analysis result rather than a p coefficient 
(significance). These limits detonated as the Lower confidence limit (LCL) 
and Upper confidence limit (UCL) are asymmetrical. Asymmetric Confidence 
intervals are more accurate because the mediation effect is not always normally 
distributed. The mediation effect is tested on the basis of whether it is within the 
confidence interval of zero (0). If it is outside the zero confidence interval, the 
mediation effect is statistically significant. To understand this subject, it will be 
useful to examine the table below.

Confidence intervals for the indirect effect from four different studies are 
given below.
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Table 5.11. Confidence intervals

Examples LLCI LCLI Explanation

1  0.512  0.250 Statistically significant

2 -0.154 -0.021 Statistically significant

3 -0.471  0.122 Not statistically significant  

4  0.842 -0.022 Not statistically significant

When the table above is examined, it can be seen that the confidence 
intervals for the indirect effect in examples 1 and 2 do not include zero (0). For 
this reason, it can be stated that there is a mediating effect in the 1st and 2nd 
examples. However, it is not possible to discuss the existence of a mediating 
effect in the 3rd and 4th examples because the confidence intervals contain 
zero (0). 

Another important contribution of the “Process Macro” method is that it 
tests the strength and magnitude of the indirect effect. The indirect effect refers 
to the causal hypothesis that an independent variable (X) affects the mediating 
variable (M) and, accordingly, causes the independent variable (Y) [23]. It is 
important to note that the indirect effect is determined by multiplying the effect 
of the independent variable on the mediating variable (path a) and the effect of 
the mediating variable on the dependent variable (path b) (ab).

As emphasized by many researchers, the indirect effect plays a very 
important role in detecting mediation [15]. The “Process Macro” method 
provides a bootstrapping estimate for the indirect effect (ab), an estimated 
standard error, and 95% confidence intervals for the effective value of ab. The 
Bootstrapping procedure in the “Process Macro” method allows the estimation 
of the model coefficient and ab effect for each equation by taking a large 
number of n-dimensional random samples from the data that defines the model 
(the data obtained within the scope of the research). This method is a non-
parametric approach to effect size estimation and hypothesis testing that makes 
no assumptions about the sample distribution regarding the shape or statistics of 
the distributions of the variables [15,21]. This approach has been suggested by 
researchers as a way of dealing with the power problem posed by asymmetries in 
the ab sampling distribution and other non-normal forms. If you recall, the Sobel 
test analyzes based on the assumption that the data are normally distributed, and 
for this reason, it is not recommended by many researchers [24]. In this context, 
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bootstrapping gives more reliable results as it makes no assumptions about the 
sample distribution.

There is no mention of partial or full mediation in the “Process Macro” 
method. Instead, there is effect size. In the literature, three methods are used to 
measure the effect size of the mediator variable. What these methods have in 
common is that they focus on the indirect effect (ab) to measure the mediating 
effect.

Three methods are generally accepted in the literature: 

(a) Ratio Effect Measures
(b) R2 Effect Measures
(c) Standardized Effect Measures

The above-mentioned effect size measurements may differ from each other
in terms of meaning and statistical properties.

(a) Ratio Effect Measure: In this method, proposed by Alwin and Hauser
[25] as a way of measuring the size of the mediating effect, the total effect has
to be considered the ratio ab/c, which is algebraically equal in the normal least
squares regression. The greatest problem encountered in this criterion is where
the proportionality value is greater than 1 or has a negative result, and in this
case, the total effect is very close to zero or the mediating effect value gives a
larger value than it actually is. Generally, this method requires sample groups
of 500-1000 to give accurate values, but smaller sample sizes are also sufficient
if the direct effect is bigger [26]. In this respect, this method is not generally
preferred by researchers in determining the effect size 17].

(b) R2 Effect Measures: To determine the effect size of the mediating
variable, three different values can be taken, namely the part explained by the 
direct effect, the part that is unexplained and the part explained by the mediation 
effect. However, a common problem of all values is that effect size measurements 
primarily work with a single mediator model with consistent effects. The level 
of accuracy of results in more complex models is a matter of debate [27]. 

(c) Standardized Effect Measures: Although it is a new approach, the
standardized effect measure is frequently preferred by researchers. The 
standardized indirect effect of the independent variable on the dependent 
variable is considered as a measure of the mediating effect.
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Preacher and Kelley [28] stated that the fully standardized effect value of 
the mediator variable is as follows:

High effect if it is close to 0.25,
Moderate effect if close to 0.9
Low effect if close to 0.1
Although alternative effect size measures have been proposed for 

mediation effects, the value of the mediating effect will be evaluated with a 
fully standardized effect size in the next part of this book.
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Let us briefly summarize what has been described thus far:

The “Process Macro” method makes inferences for the indirect effect (ab).
It does not test the significance of the indirect effect with the Sobel test, 

but uses the bootstrap technique, which gives stronger and more valid statistical 
results.

The bootstrap technique determines upper and lower bound confidence 
intervals and accepts that mediation is significant if there is no zero within this 
confidence interval.

There are no concepts of partial or full mediation as in the Baron and 
Kenny [5] method. Instead, the mediator is in the reliable range and the mediator 
has an effect size.

As in Baron and Kenny’s [5] method, the coefficients in the whole model 
are determined in a single analysis instead of an ordered regression analysis. 
This prevents the occurrence of Type 1 errors in the analyses.

Finally, as in Baron and Kenny’s [5] method, it does not offer prerequisites 
for talking about mediation. If you remember, in their method, the mediation 
effect can only be mentioned if the three prerequisites are met (the total effect is 
statistically significant (path c), the independent and dependent variable (path a), 
and the effect of the mediator variable on the independent variable is statistically 
significant when the dependent variable is under control (path b)).

Even if these prerequisites are not met in the contemporary approach, 
Process Macro mediation can be mentioned.
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Downloading the Process Macro 

Analyzing the mediation effect is easy with the Process Macro proposed by 
Andrew F. Hayes PROCESS is an easy-to-use plugin to SPSS or SAS that can be 
used to predict mediation models by multiple regression or logistic regression. 
Before proceeding to the application, readers must download the Process Macro 
application as an add-on to the SPSS program. This program, which can be 
downloaded free of charge from http://processmacro.org, is constantly being 
developed and there are minor differences in each version. At the time of 
publishing this book, the latest version is Process v3.4. All explanations in the 
book will be made according to this version. After the plug-in is downloaded to 
the SPSS program, it can be switched to the SPSS application.

Downloading the plugin:
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Figure 5.12. Images of installing Process Macro
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MEDIATION ANALYSIS WITH SPSS

As the readers will remember, for both the causal steps approach proposed by 
Baron and Kenny [5] and the structural equation modeling for the effect of 
the mediator variable, the research question was: “Does self-efficacy have a 
mediating role in the effect of the transformational leadership on the perception 
of social support?” We will continue our analysis using the same research 
question.

First of all, we open the “Data -3.sav” file (You can access this file at www.
indataanalysis.com).

Let’s recall the model for our research question: 

Figure 5.13. Research Model

We will analyze the mediation effect with the Process Macro proposed by 
Andrew F. Hayes. For this, the following steps will be followed.
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“Analyze ---> Regression ----> PROCESS v3.4 by Andrew F. Hayes” 
option is clicked.

Figure 5.14. SPSS “Analyze” Screen

In the window that opens, we assign the relevant variables.

Figure 5.15. SPSS “Process Macro” Screen
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After all processes are completed, the “Options” tab is checked. 

Figure 5.16. SPSS “Process Macro” Screen

Because the bootstrap method is used to calculate standard errors and 
confidence intervals, it may take some time for the outputs to occur. The 
interpretation and reporting of the outputs after they appear on the screen are 
explained separately in each table below.
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Table 5.12. Results showing the effect of the independent variable  
(Transformational Leader) on the mediating variable (Self-Efficacy)

When the above outputs are examined, it is seen that the independent 
variable, transformational leadership, affects the mediator variable, namely 
self-efficacy, significantly and positively (β = 1.1213, 95% CI [LLCI= 0.8622, 
ULCI=1.3803], t = 8.5319, p < 0.001). It is concluded that the effect is significant 
because the confidence interval for the effect (LLCI= .8622, ULCI=1.3803) 
does not include zero (0). Transformational leadership explains 25.38% of the 
variance in the change in self-efficacy in employees (R2 =0.2583).
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Table 5.13. Results showing the effect of the independent variable  
(Transformational Leadership) and mediator variable (Self-Efficacy) on 
the dependent variable (Perception of Social Support) (path b and c’):

When the above outputs are examined, it is seen that the independent 
variable, transformational leadership, has a significant and positive effect on the 
dependent variable, namely the perception of social support (β = 0.2036, 95% 
CI [LLCI= 0.0718, ULCI=0.3355], t = 3.0441, p < .05). It is concluded that the 
effect is significant because the confidence interval for the effect (LLCI= 0.0718, 
ULCI=0.3355) does not include zero (0). In addition, the results on the effect 
of self-efficacy, which is the mediating variable, on the perception of social 
support, which is the independent variable, are also seen in the same output. The 
findings reveal that the effect of self-efficacy on the perception of social support 
is significant and positive (β = 0.0838, 95% CI [LLCI= 0.0246, ULCI=0.1431], t 
= 2.788, p < .05). Transformational leadership and self-efficacy explain 13.87% 
of the variance of the change in perception of social support in employees (R2 
=0.1387).
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Table 5.14. Results showing the Total effect of the  independent variable 
(Transformative Leader) on the dependent variable (Perception of Social Support) 
(path c):

When the above outputs are examined, it is seen that the total effect of the 
independent variable, transformational leadership, on the dependent variable, 
that is, the perception of social support, is significant and positive (β = 0.2976, 
95% CI [LLCI= 0.1819, ULCI=0.4133], t = 5.0709, p < 0.001). It is concluded 
that the effect is significant since the confidence interval for the effect (LLCI= 
0.1819, ULCI=0.4133) does not include zero (0). Transformational leadership 
explains 10.73% of the variance of the change in the perception of social support 
in employees (R2 =0.1073).
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Table 5.15. Results showing the direct effect, indirect effect and total effect of the 
independent variable (Transformational Leadership) on the dependent variable (Per-

ception of Social Support) (paths c’, ab and c):

The outputs above show the data with which the research hypothesis was 
tested as well as the results. The decision about whether self-efficacy mediates 
the effect of transformational leadership on the perception of social support is 
made according to the results of the indirect effect. Accordingly, the indirect 
effect of transformational leadership on the perception of social support is β 
= 0.094 (Indirect effect) and the confidence interval does not include zero (0) 
(BootLLCI= 0.0255, BootULCI=0.1733), indicating that self-efficacy plays a 
mediating role in the effect of transformational leadership on the perception of 
social support. The mediation effect is close to the low effect size (R2 =0.1034). 
In the light of these findings, the research hypothesis was supported. 

Note:  Preacher and Kelley [28] stated that if the standardized effect size of the 
mediator variable is close to 0.25, there is a high effect, if it is close to 0.9, there 
is a medium effect, and if it is close to 0.1, there is a low effect. 
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REPORTING RESEARCH FINDINGS

The causal steps approach proposed by Baron and Kenny [5] is commonly 
used in testing mediating hypotheses. However, the extant empirical literature 
indicates that this approach does not give strong enough statistical values and 
has many potential shortcomings [7,8,12,14]. For this reason, “Process Macro” 
software, which is a contemporary approach developed by Hayes [8] as an 
add-on to SPSS, was used to test the research hypotheses. In the Process Macro 
method, 5000 resampling options were preferred with the bootstrap technique. 
The regression results are presented in Table 5.16.

Table 5.16. Regression Results

Effects Standardized
  Beta  SE LLCI - ULLC

TL Social Support .2036** .0669 .0718,   .3355

TL  Self-Efficacy 1.1213*** .1314 .8622,   1.3803

Self-Efficacy  Social Support .0838** .0301 .0246,   .1431

Indirect Effect (TL  SE  SS) .0940*** .0370 .0255,   .1733

Note: TL; Transformational Leadership, SE; Self-Efficacy, SS; Perception of 
Social Support

When Table 5.16 is examined, it can be seen that transformational leadership 
(β = 0.2036**, ​​95% CI= [0.0718, 0.3355], t=3.0441, p <0.05) and self-efficacy 
(β = 0.0838**, 95% CI= [0.0246, 0.1431]), t=2.7888, p <0.05) seem to affect 
the perception of social support in a significant and positive way. In addition 
to these findings, it is determined that the indirect effect of transformational 
leadership on the perception of social support is significant, and therefore, self-
efficacy plays a mediation role in the relationship between transformational 
leadership and social support (β = 0.0940***, SE =0.0370, p <0.05, 95%). BCA 
CI = [0.0255, 0.1733]. The standardized effect size of the mediation is 0.1034. 
Accordingly, the mediation effect in the tested model is close to the low effect 
value [28], which supports the research hypothesis.
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C H A P T E R  6

ANALYSIS OF THE MODERATOR 
VARIABLE EFFECT

Introduction

Statistically, it can be said that the moderator variable is synonymous with 
“interaction” because the interaction between the independent and the 
dependent variable changes through the moderator variable. Therefore, 

the effect of the independent variable on the dependent variable depends on the 
power/magnitude of the moderator variable [1]. Based on this information, it 
can be said that the independent variable has an effect on the dependent variable, 
although this effect varies according to the size of the moderator variable. For 
example, consider the relationship between workload (X), job stress (Y), and 
leader support (W). According to one hypothesis for the moderator variable, the 
workload of the employees causes work stress and there is a causal relationship 
between the two variables. On the other hand, it is expected that an employee 
with high leader support will have low job stress, whereas an employee with low 
leader support will have high job stress. In other words, the effect of workload 
on work stress varies according to the level of leader support. As seen in this 
example, leader support has a moderating effect on the relationship between 
workload and work stress.

You may remember that the hypotheses for the mediator variable were 
based on the assumption that the independent variable affected the mediator 
variable, and as a result, the dependent variable was affected. In the example 
given above, we do not assume that workload affects leader support, and as a 
result, job stress is affected. Instead, we hypothesize that there is a direct causal 
relationship between workload and stress, and that leader support modifies the 
strength of the workload-stress relationship. Therefore, leader support is not a 
mediator but a moderator of the relationship between workload and work stress. 
As can be seen, this moderator variable and the mediator variable are different 
concepts. The purpose of this introduction is to state as clearly as possible the 
conceptual distinction between the mediator and moderator variables. Thus, 
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researchers will be able to easily determine whether the third variable is a 
mediator or moderator variable.

An example of a model created for the moderator variable is presented 
below:  

Figure 6.1. Simple Moderation Model

Although the model established here states that the relationship between 
two variables differs according to the level of a third variable, it is also possible to 
construct higher-level interactive models that include more than one moderator 
variable (models that include two or more moderator variables). However, to 
preserve simplicity in our book, this will be explained through simple models. 

As seen in the model above, the moderator variable is a qualitative (e.g., 
gender, race, class, income level) or quantitative (e.g., commitment, leader 
support) variable that affects the direction and/or strength of the relationship 
between the dependent and independent variables. The moderator variable can 
strengthen, weaken, or change the direction of this relationship. In addition, 
the moderator variable specifies when or under what conditions a particular 
effect may change. With the inclusion of the moderator variable in the model, 
researchers have the opportunity to further investigate the relationship between 
the independent and dependent variables.

The moderator variable could be continuous (age, income, height, etc.) 
or categorical (gender, marital status, education, etc.). Demographic variables 
(gender, marital status, education level, etc.) are examined as moderator 
variables in social science research. Before proceeding to the example, it 
would be useful to give information about the statistical measurements of the 
moderator effect. 
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When the statistical representation is examined, it is seen that three 
variables explain the dependent variable (Y). These are the independent variable 
(X), the moderator variable (W), and the interaction variables (X.W) formed by 
the multiplicative effect of the dependent variable and the moderator variable. 
The regression equation describing the independent variable is as follows:

eWXWXiY cba ++++= .bbb   
The interaction variable (X.W) is created by the multiplicative effect of the 

dependent variable (X) and the moderator variable (W). The interaction variable 
is important in detecting the existence of the moderator variable. If the effect of 
the interaction variable on the dependent variable is significant, it can be said to 
have a moderation effect. In this case, the effect of the independent variable on the 
dependent variable will be shaped in the presence of the moderator variable. In 
other words, as the moderator variable (W) takes different values ​​(low, medium, 
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high), the effect of the independent variable on the dependent variable will also 
change according to these values. The important thing here is that the values ​​of 
the dependent variable (X) and the mediator variable (W) should be centralized 
or standardized (z score) to reduce multicollinearity and facilitate interpretation 
[1]. Centralization can be performed using the scale function, which subtracts 
the mean of a variable from each value of that variable. Standardization is 
performed by subtracting the mean from the value of the variable and dividing 
the obtained value by the standard error. In the absence of standardization or 
centralization, the results will not be valid. It is important to note that categorical 
data does not need to be centralized or standardized (z score). 

The test stages of the model created for the moderator variable consist of 
the following four basic steps:

- The values of the independent variable (X) and the moderator variable 
(W) are centralized or standardized (z score).

- The interactional variable (X.W) is created by the multiplicative effect of 
the independent variable (X) and the moderator variable (W).

- The effect of the interactional variable on the dependent variable is 
controlled by performing analyses. If the effect is significant, it can be mentioned 
that there is a moderator variable.

- If the moderation effect is significant, slope analyses are performed and 
the results are reported graphically.

Several programs such as SPSS, AMOS, and LISREL can be used to test 
models for the moderator variable. In our book, the moderation effect analyses 
performed in SPSS (linear regression and PROCESS Macro) and AMOS 
programs will be explained. Researchers can choose any of these three methods.
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MODERATION EFFECT ANALYSIS WITH REGRESSION

To confirm the existence of a third variable that has a moderator effect on the 
relationship between the two variables, we should test whether the nature of 
this relationship changes as the values of the moderator variable change. This 
is performed by adding an interaction effect to the model and checking whether 
such an interaction is indeed significant. Linear regression is the most common 
way to test moderation. Many researchers prefer this method because it is simple 
and understandable.

The procedures are carried out in the order specified below and the findings 
are reported: 

1. First, the values of the independent variable (X) and moderator variable 
(W) need to be centralized or standardized (z score) to facilitate interpretation 
and reduce the problem of multicollinearity. Categorical data do not need to be 
centralized or standardized (z-score), but categorical data should be puppeted.

2. The interactional variable (X.W) is formed by the multiplicative effect 
of the independent variable (X) and the moderator variable (W).

3. The effect of the interactional variable on the dependent variable is 
checked by performing analyses. If the effect is significant, the presence of a 
moderator variable could be mentioned.

4. If the moderation effect is significant, slope analyses are performed and 
the results are reported graphically.

If the independent and moderator variable are not significant with the 
addition of the interaction term, full modulation has occurred. If the independent 
and moderator variable are significant with the added interaction term, then the 
modulation effect has occurred, but the main effects are also significant.
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MODERATION ANALYSIS WITH SPSS

Research hypothesis: Does leader support have a moderator role in the effect of 
self-efficacy on the perception of social support?

Our research model is presented below:
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Let’s briefly recall the procedures that need to be performed so that we can 
our research hypothesis:

- First, we will centralize or standardize (z score) the values of the 
dependent variable (Self-Efficacy) and moderator variable (Leader Support) to 
facilitate interpretation and reduce the problem of multicollinearity.

- In the second stage, we will create an interaction variable (X.W) with the 
multiplicative effect of the dependent variable (Self-Efficacy) and the moderator 
variable (Leader Support).
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- We will control the effect of the interactional variable on the dependent
variable (Perception of Social Support) by performing the analyses. If the effect 
is significant, we will validate our hypothesis and report the findings.

For regression analysis, we first open the “Data-3.sav” file (You can access 
this file from www.indataanalysis.com).

1- Before proceeding to hierarchical regression analysis, we will first
standardize (z score) the values of the dependent variable (Self-Efficacy) and 
the moderator variable (Leader Support).

We follow the steps below in the “Data-3.sav” file that we have opened.:
Analyze ---> Descriptive Statistics ----> Descriptives….

Figure 6.6. SPSS “Analyze” screen

On the screen that opens, the dependent variable and the moderator 
variable are transferred to the “Variable(s)” box, the “Save standardized values 
as variables” box is checked, and finally, the “OK” button is pressed.     

Figure 6.7. “Descriptive” screen

After completing this process, the following screen will be displayed in the 
“data view” window of SPSS.
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Figure 6.8. “Data View” screen

As can be observed here, the values of the dependent variable (Self-
Efficacy) and the moderator variable (Leader Support) are standardized (z 
score). We will perform our subsequent analysis with these data.

2- In the second step, we will create an interaction variable (X.W) with
the multiplicative effect of the independent variable (Self-Efficacy) and the 
moderator variable (Leader Support).

Transform ---> Compute Variable….

Figure 6.9. SPSS “Transform” screen

On the screen that opens, the name to be given to the interaction variable 
is denoted in the “Target Variable” section, the dependent variable and the 
moderator variable are transferred to the “Numeric Expression” box (with a * 
cross between the two variables), and finally, the “OK” button is clicked.
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Figure 6.10. “Compute Variable” screen

After completing this process, the following screen will appear in the 
“Data View” window of SPSS.

 
Figure 6.11. “Data View” screen

Note that a new variable has been created here. We will perform our next 
analysis with these data.

3- By performing the analysis, we will control the effect of the interaction 
variable on the independent variable. If the effect is significant, our hypothesis 
will be validated.
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Analyze ---> Regression ---> Linear….

Figure 6.12. SPSS “Analyze” screen

On the screen that opens, we perform our process consisting of three stages:

Figure 6.13. “Linear Regression” screen

Figure 6.14. “Linear Regression” screen
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Figure 6.15. “Linear Regression” screen

SPSS outputs are as follows.

Table 6.6. Model Summary Table

This table provides summary information about hierarchical regression 
analysis: 

Model 1: If you remember, in the first step of the hierarchical regression 
analysis, we checked for the effect of self-efficacy on the perception of social 
support. The results of Model 1 are for this analysis. Model 1 shows that the 
effect of self-efficacy on the dependent variable (perception of social support) is 
β=0.097 and explains 10.1% of the change in the dependent variable (R2 value 
is 0.101).

Model 2: In the second step of the hierarchical regression analysis, the 
effect of self-efficacy and leader support on the perception of social support was 
examined. The results of Model 2 are for this analysis. Model 2 shows that the 
effect of self-efficacy and leader support on the dependent variable (perception 
of social support) is β=0.132 and explains 14% of the change in the dependent 
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variable (R2 value is 0.140). Compared to the previous model (Model 1), Leader 
support seems to contribute an additional 3.9% in explaining the change in the 
dependent variable.

Model 3: In the third step of the hierarchical regression analysis, we 
included an interactional variable in the analysis. Thus, in Model 3, the effects of 
the independent variable (self-efficacy), the regulatory variable (leader support), 
and the interaction variable [Zscore(Leader Support)*Zscore(OzEfficacy)] 
on the dependent variable (perception of social support) were examined. The 
analysis results show that this effect is β=0.181 and explains 19.3% of the 
change in the dependent variable (R2 value is 0.193). Compared to the previous 
model (Model 2), it is seen that the interaction variable contributes an additional 
3.9% to the explanation of the change in the dependent variable. Model 3 is 
the most important part of this table, as it shows how much of the variance in 
the dependent variable is explained by the interaction variable. Thus, in our 
analysis, the first condition for mentioning the moderation effect is that the 
interaction variable explains the variance in the dependent variable. Next, the 
significance of the effect of the moderator variable should be examined. The 
next table (Table 6.7) provides information to researchers on this subject.

Table 6.7. ANOVA Table

The table above is the ANOVA table showing the significant results of the 
models included in the hierarchical regression analysis. In the ANOVA table, if 
the Sig. values ​​are less than 0.05, it is considered that the variables included in 
the regression model (recall that different variables were included in the analysis 
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in all three models) explain the variance in the dependent variable very well. 
Sig. values ​​are p = 0.001 (rightmost column). Accordingly, all three models are 
statistically significant.

Table 6.8. Coeeficients Table

This is the table with the data we will use in reporting. Regression coefficients 
are located in column “B”, which is the sub-column of the “Unstandardized 
Coefficients” column. The rightmost “Sig.” column shows the significance of 
the effect. Accordingly, when Model 3, which includes the interaction variable 
and the last stage of hierarchical regression analysis, is examined, it can be seen 
that the effects of self-efficacy (β=0.918, p<0.001), leader support (β=0.691, 
p<0.05), and the interaction variable (β=0.671, p<0.001) on the perception of 
social support are significant and positive.

In addition to these findings, researchers are expected to graphically 
show the effect of the moderator variable in their articles or theses. To do this, 
a suitable approach would be to create the Slope graph proposed by Aiken 
and West [2]. However, there is no macro for graphical display in SPSS (The 
moderation effect will be explained with the Hayes method in the following 
sections. There is a macro for graphical display in this method). Therefore, the 
graphical representation will be made with “Microsoft Excel”. Although many 
files have been prepared for this purpose and are available online, the Excel file 
at http://www.jeremydawson.co.uk/slopes.htm will be used in this part of our 
book. When the relevant web page is accessed, the following screen will be 
displayed at the bottom of the web page. On this screen, there are many “Excel” 
files but the “2-way_standardised.xls” file is downloaded.
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Figure 6.16. File download image

When file is opened, the Beta values obtained are assigned to the relevant 
sections

Table 6.9. Slope Chart Creation Table

Note here that the Intercept/Constant value is set to 3. Our Constant value 
is 14.260. However, when we assign this value in the relevant place, the graph 
goes off the screen. Therefore, a value of 3 is assigned. The main reason for 
this situation is that although the Excel file was prepared for 5-point Likert-type 
scales, the variables in our study were measured with a 7-point Likert-type scale. 
Setting the Intercept/Constant value to 3 in this sense does not cause errors in the 
interpretation of the findings visually. The main purpose is to provide readers 
with a graphical representation of the moderation effect.
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REPORTING RESEARCH FINDINGS

Hierarchical regression analysis was conducted to determine the moderator 
role of leader support in the effect of self-efficacy on the perception of social 
support. To test our hypotheses, the independent variable and moderator variable 
were firstly standardized and then the interaction variable was created using ± 1 
standard deviation [2]. The three-step regression analysis is as follows:

In the first step, the primary effect of self-efficacy on the perception of 
social support was examined. In the second step, the leader support variable 
was included in the analysis, and in the third step, the interaction variable was 
also included in the model and the moderation effect of the leader support was 
examined. The reason why the interaction variable was included in the model 
last was to determine how much of the variance the interaction variable explains 
the dependent variable, in addition to the independent and moderation variable 
included in the analysis in the previous step. If the interaction variable included 
in the model is statistically significant and contributes to explaining the variance 
in the dependent variable, it could be said to have a moderation effect. The 
results are presented in Table 6.10.

Table 6.10. Regression Results

In the third stage of the regression analysis to determine the moderation 
effect, the interaction variable (Self-Efficacy*Leader Support) was included in 
the regression model (Model 3), as suggested by Baron and Kenny [3]. The 
interactional variable has a positive and significant effect on the perception of 
social support (β = 0.671, p<0.001).

To better explain the interaction patterns, a simple slope plot of the high (1 
SD) and low (–1SD) levels of the moderation variable, leader support, was drawn 
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using the standardized regression coefficients (β) in the regression equation [2,4]. 
This procedure aims to provide less biased regression coefficients for measuring 
the moderator variable effect. The simple slope graph of the moderator effect of 
leader support on the effect of self-efficacy on the perception of social support 
is presented in Figure 6.17.

Figure 6.17. Simple Slope Graph

Simple slope analysis reveals that when there is low leader support (below 
the mean 1 SD), self-efficacy has a positive effect on the perception of social 
support, whereas in the existence of high leader support (above the mean 1 
SD), self-efficacy does not have a significant effect on the perception of social 
support. Simple slope analysis reveals that leader support has a moderator role in 
the effect of self-efficacy on perceived social support. In the light of the findings, 
the research hypothesis was supported.
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MODERATION EFFECT ANALYSIS WITH AMOS

As the readers will recall, in the hierarchical regression analysis regarding 
the effect of the moderator variable, the research question was determined as 
“Does leader support have a moderator role in the effect of self-efficacy on 
the perception of social support?”. We will conduct our analysis on the same 
research question.

First of all, we open the “Data-3.sav” file (You can access this file at www.
indataanalysis.com).

Let’s recall the model for our research question: 

Figure 6.18. Research Model

The statistical representation of our research question is presented below.

Figure 6.19. Statistical Representation of Moderator Variable Model

To test the relevant model, it is firstly necessary to draw it on AMOS. The 
model drawing process will not be described again here. However, readers who 
wish can refer to the previous model drawing section (Chapter 3). The model to 
be tested for the moderation effect is presented in Figure 6.20.
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Figure 6.20. AMOS Drawing of the Moderation Effect Model

As can be seen in the figure, the above model has basically been drawn 
on AMOS. However, before drawing the model, the interaction term must first 
be created on SPSS. The process of creating the interaction term was explained 
before in the section on Moderation analysis with SPSS.

As can be observed, while drawing the model, the independent variable 
self-efficacy, the regulatory variable leader support, and the interaction term 
obtained by multiplying these variables were drawn as exogenous variables. The 
values of the independent variable, moderator variable, and interaction variable 
used in the analyses were normalized. Since the normalization of variables was 
described earlier section in the analysis with SPPS, it will not be repeated here. 
All these exogenous variables were also covariated by connecting with a double 
arrow. The coefficients after loading the relevant data and entering the analysis 
settings are presented in Figure 6.21. The same values are presented in tabular 
form in Table 6.11

Figure 6.21. “Estimates” tab after analysis
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Table 6.11. Results for “Estimates”

Estimates (Group number 1 - Default model)
Scalar Estimates (Group number 1 - Default model)
Maximum Likelihood Estimates

Regression Weights: (Group number 1 - Default model)

Estimate S.E. C.R. P Label
SocialSupport <--- ZLeaderSupport .691 .206 3.348 ***
SocialSupport <--- ZSelfEfficacy .918 .210 4.375 ***
SocialSupport <--- interaction .671 .180 3.732 ***

Standardized Regression Weights: (Group number 1 - Default model)

Estimate
SocialSupport <--- ZLeaderSupport .219
SocialSupport <--- ZSelfEfficacy .291
SocialSupport <--- interaction .234

Covariances: (Group number 1 - Default model)

Estimate S.E. C.R. P Label
ZLeaderSupport <--> ZSelfEfficacy .346 .072 4.815 ***
ZSelfEfficacy <--> interaction -.229 .076 -3.002 .003
ZLeaderSupport <--> interaction -.113 .075 -1.513 .130

Correlations: (Group number 1 - Default model)

Estimate
ZLeaderSupport <--> ZSelfEfficacy .348
ZSelfEfficacy <--> interaction -.209
ZLeaderSupport <--> interaction -.104

Variances: (Group number 1 - Default model)

Estimate S.E. C.R. P Label
ZLeaderSupport .995 .096 10.368 ***
ZSelfEfficacy .995 .096 10.368 ***
Interaction 1.202 .116 10.368 ***
e1 7.996 .771 10.368 ***

As can be seen from the values in the table, the standardized effect of 
self-efficacy on social support is 0.291. The effect of leader support is found to 
be 0.219 and the effect of the interactional term is 0.234. The “p” values in the 
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regression table show that all these coefficients are significant. As a result, it can 
be said that leader support has a moderator role in the effect of self-efficacy on 
the perception of social support. A simple slope graph can be drawn to understand 
how this role is achieved. The estimation and standard error variables in the 
regression table are used while plotting the slope graph. The process by which 
this graph is drawn has been explained in detail in the previous example of 
moderation effect analysis with SPSS. Again, the results here are assigned in the 
relevant Excel table, and the slope graph is drawn and interpreted.
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ANALYSIS OF THE MODERATOR VARIABLE EFFECT 
WITH PROCESS MACRO

The moderator variable affects the strength of the relationship between two 
variables (dependent and independent variable). The effect of the independent 
variable on the dependent variable is formed by the strength of the moderator 
variable. In other words, moderation is used for triying to show that a variable 
changes the relationship between the independent and dependent variables. 
Therefore, analysis for the moderator variable is a way of determining whether 
it affects the strength or direction of the relationship between the independent 
and dependent variables as a third variable.

In the figure illustrated below, a model was established stating that the 
relationship between two variables differs according to the level of a third 
variable. In models for the moderator variable, as the strength/intensity of 
the moderator variable (low, medium, and strong) changes, the effect of the 
independent variable on the dependent variable will also change in line with 
these values.

As readers will recall, in the hierarchical regression analysis regarding 
the effect of the moderator variable, the research question was determined as 
“Does leader support have a moderator role in the effect of self-efficacy on 
the perception of social support?” We will conduct our analysis on the same 
research question.

First, we open the “Data-3.sav” file (You can access this file at www.
indataanalysis.com).
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Let’s recall the model for our research question: 

Figure 6.22. Research Model

The statistical representation of the research problem is presented below.

Figure 6.23. Statistical Representation of the Research Model
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MODERATION ANALYSIS WITH SPSS

The following steps will be followed to perform analysis for the 
determination of the moderation effect with the Process Macro proposed by 
Andrew F. Hayes.

Click that option: the Analyze ---> Regression ----> PROCESS v3.4 by 
Andrew F. Hayes…

Figure 6.24. SPSS “Analyze” Screen

In the window that opens, we assign the relevant variables.

Figure 6.25. “PROCESS Macro” Screen
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After the above processes are completed, the “Options” tab is selected. 
The actions to be taken are presented below.

Figure 6.26. “Options” Screen

It may take some time for the outputs to be generated, as the bootstrap 
technique is used to calculate standard errors and confidence intervals. After the 
outputs are displayed on the screen, the findings are interpreted and reported.

In 5-10 seconds, the screen in Figure 6.27 will appear as the SPSS output 
and then the outputs will appear on the screen.

Figure 6.27. SPSS Output Screen
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Table 6.12. Results showing the role of the moderator variable  
(Leader Support) in the effect of the independent variable (Self-Efficacy) 

on the dependent variable (Perception of Social Support):

In the table above, findings are shown in terms of whether leader support 
has a moderator effect on the effect of self-efficacy on the perception of social 
support. The significance and effect of the moderation effect are determined 
by interpreting the findings in the “Int_I” line (path c). In this example, the 
effect of the interaction variable (Int_I) is significant and is contained within 
the suggested confidence interval (β = 0.0210, 95%, CI [LLCI=0.0098, 
ULCI=0.0321], t=3.7055, p<0.05). This finding reveals that leader support has 
a moderator effect. 

The significance of the effect is understood from the fact that the p-value is 
less than 0.05 (p=0.0003) and the effect is in the suggested confidence interval 
[(between the lower limit value (LLCI=0.0098) and the upper limit value 
(LLCI=0.0098) and zero (0) is not included]).
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Table 6.13. Results showing the effect of the independent variable (Self-Efficacy) on 
the dependent variable (Perception of Social Support) when the interaction variable 

has Low, Medium, and High values:

As readers will remember, we stated that in models for the moderator 
variable, as the strength/intensity of the moderator variable (low, medium, and 
strong) changes, the effect of the independent variable on the dependent variable 
also changes according to these values. The table above shows the changes 
according to these values. The first line shows the effect of self-efficacy on the 
perception of social support when the leader support is low, the second line is 
moderate leader support, and the third line is high leader support.

Table 6.14. Data required for graphical representation
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The table above shows the data required to create a graphical representation 
(simple slope graph). These data will be used in the reporting the findings.

To see the moderation effect graphically, a simple slope graph should be 
drawn. This graph is used in the reporting of research findings. While a simple 
slope graph could be drawn in “Excel” with regression analysis, this graph can 
also be drawn in SPSS with the plugin in Process Macro. The following steps 
will be followed for drawing the graph via SPSS:

First, the data in the SPSS output are copied. 

Table 6.15. Data required for graphical representation

 
First, a new Syntax table opens. To open the syntax table;
File ---> New ----> Syntax… option is selected.

 

Figure 6.28. Opening the Syntax Screen
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The data we copied is pasted into the Syntax screen that opens.

Figure 6.29. Syntax Screen

After the copy process is complete, Run ---> All…. option is selected.

Figure 6.30. SPSS “Run” Screen
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When this process is completed, the graphical representation in Figure 
6.31 will be created in SPSS’s Output file (SPSS output). 

Figure 6.31. Graphical Display

Although the table above provides researchers with a graphical 
representation of the effect of the moderation variable, it is not sufficient for 
reporting. For this reason, actions will be taken to increase the visuality.

First of all, the SPSS output is opened and the graphical display is prepared 
for operation by double-clicking.

Figure 6.32. Graphical Display, Editing-1
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Figure 6.33. Graphical Display, Editing-2

 The following procedures are implemented according to the preference of 
the researcher. The following screen shows a preferable example.

Figure 6.34. Graphical Display, Editing-3
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After the processes are completed, we close the screens by clicking on x in 
the upper right corner of all screens.

Figure 6.35. Graphical Display, Editing-3

When all operations are completed successfully, the following simple 
slope graph will be seen in the output of SPSS.

Figure 6.36. Simple Slope Graph
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Interpreting a simple slope graph

As the readers will remember, there is  a table in the outputs of SPSS that 
shows the effect of the moderation effect in low, medium, and high situations. 
The table below shows this effect.

Table 6.16. Effect of Moderation on Low, Medium, and High Situations

This data on is shown on a simple slope graph.

Figure 6.37. Effects of Moderator Variable

Please pay attention to the simple slope graph in Figure 6.37; when the 
interaction effect is low (β=0.2007, p<0.05), the slope is close to a straight line. 
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This line indicates that there is no significant effect when the interaction effect is 
low. In cases where the interaction effect is high (β=0.0330, p<0.05) or moderate 
(β=0.1378, p<0.05), the slope has a vertical appearance. In this case, the effect 
is significant when the interaction effect is high and medium. The greater the 
slope, the greater the effect. The graph in the simple slope graph corresponds to 
the findings in the slope analysis. 



206       REGRESSION, MEDIATION / MODERATION, AND STRUCTURAL EQUATION . . .

REPORTING RESEARCH FINDINGS

After the simple slope graph has been created, the process of reporting the 
findings can begin.

The regression method proposed by Baron and Kenny [3] is commonly used 
in the testing of moderation hypotheses. However, the extant empirical literature 
indicates that this approach does not give strong enough statistical values 
and has many potential shortcomings [5,6,7,8]. Therefore, the contemporary 
approach, “Process Macro” software developed by Hayes [5] as an add-on to 
SPSS, was used to test the research hypotheses. In the Process Macro method, 
5000 resampling options were preferred with the bootstrap technique.

Regression results for determining the moderator effect of leader support 
on the effect of self-efficacy on the perception of social support are presented in 
Table 6.17.

Table 6.17. Regression Results

Variables Β SH P t LLCI ULCI
(Constant 14.260 .2041 .000 69.874 13.857 14.662
Self Efficacy (X) .1188 .0273 .000 4.3447 .0649 .1727
Leader Support (W) .1665 .0501 .001 3.3243 .0678 .2652
Interaction Variable (X*W) .0210 .0057 .000 3.7055 .0098 .0321
R .4388
R2 .1926
Adjusted R2 .0523

Table 6.17 shows that all the variables included in the study explain 
approximately 19% of the change in the perception of social support. 
Furthermore, the additional variance explained by the interaction variable is 
approximately 5%. In addition to these findings, self-efficacy (β= 0.1188, 95% 
CI= [0.0649, .1727], t=4.3447, p<0.05) and leader support (β= 0.1665, 95% 
CI= [0.0678, 0.2652], t =3.3243, p<0.05) were found to have a significant and 
positive effect on the perception of social support. In addition, the findings 
reveal that the interaction effect of the moderator term (Self-efficacy * leader 
support) on the perception of social support is significant (β= 0.0210, 95% CI= 
[0.0098, 0.0321], t=3.7055, p<0.05). According to these results, leader support 
has a moderating effect on the effect of self-efficacy on the perception of social 
support. Aiken et al. [2] suggested that a graphical representation should be 
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created to visually consider the possible results of moderation effect tests. 
Therefore, the simple slope graph is presented in Figure 6.38. 

Figure 6.38. Simple Slope Graph

In cases where leader support is high (β=0.0330, p<0.05) or moderate 
(β=0.1378, p<0.05), the effect of self-efficacy on the perception of social 
support is significant. However, the effect of self-efficacy on the perception of 
social support is not significant in cases where leader support is low (β=0.2007, 
p>0.05). These results reveal that as leader support increases, the effect of self-
efficacy on the perception of social support will also increase. Leader support
has a moderator effect on the effect of self-efficacy on the perception of social
support.
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