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PREFACE

This book has been written by researchers who share the common trait
of admiration for the research process. The aim of the book is to support the
academicians and students who do research in social sciences, for gaining
competence, skills, and knowledge on statistical analysis, interpretation, and
reporting. For this purpose, attention was paid to using plain, simple, and
understandable language as much as possible in the writing of the book and to
supporting the examples with real research data. The book is short and concise
in its design. An effort has been made to focus only on the basic concepts in the
book.

The book aims to introduce undergraduate and graduate students to the
scientific research process and to be a companion in the analysis process.
Readers can do the analysis they need and report the results by simply selecting
the topic they are interested in, without examining the entire book. In addition,
the examples given about the topics in the book were first explained theoretically
and then solved with SPSS and AMOS package programs. Unlike textbooks,
this book aims to present different methodological applications about not only
“research methods” (experimental data collection and analysis), but the whole
“research process” from start to finish. In this respect, it shows that there may be
more than one alternative on the way to the goal.

We would like to express that the success of the effort to produce this book
has come from the continued support and encouragement we receive from many
academics. You can obtain the SPSS data required to follow the analyzes in the
book and to do it simultaneously with the book from www.indataanalysis.com

Your opinions are valuable to us.

Isurucu@yahoo.com
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CHAPTER 1

CALCULATING SCALE AVERAGE

Imost all research in the social sciences is conducted by detecting

latent variables through observed variables. For example, to measure

(determine) job satisfaction in employees, certain statements are
presented to the participants and they are expected to respond to these statements
in varying degrees ranging from “Strongly Disagree” to “Strongly Agree”.
For example, let’s assume that the researcher is studying job satisfaction, and
there are 5 statements on the scale aimed at determining job satisfaction. The
participant’s answers to these 5 statements determine their job satisfaction level.
Calculating the scale average means dividing the sum of the scores obtained
from the participants’ responses to the 5 statements in the scale by 5. Thus,
the scores given by the participants to the expressions in the job satisfaction
scale are represented by a single value and this data are used in all analyses.
Therefore, before proceeding with the analysis, the scale average of all the
variables included in the research should be obtained.
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CALCULATING THE SCALE AVERAGE WITH SPSS

To perform the operations to calculate scale averages, the “Data-0.sav” file must
be opened (You can access this file from the address www.indataanalysis.com).

The following steps should be followed:
1. Transform ---> Compute Variable....

Eﬂ Data-0.sav [DataSet1] - IBM SPSS Statistics Data Editor
File Edit View Data I['a’_nsfnrm Analyze  Direct Marketing  Graphs

r:—_? H fg@r B gnmpute\fariable...—>®

Figure 1.1. SPSS “Tranform” Login Screen

2. On the screen that opens, the relevant tabs are selected.

Target vaeiss Hamgas Exgreidun

The nametobe -
given to the scale
average is written
in the "Target
Variable" field.

J Double-click
- the "Statistical"

Double-click
the "Mean" tab.

[ (e o) (e

Figure 1.2. Formula Screen-1
After having completed these processes correctly, the following sreen is
displayed:

MNumgric Expression:
MEANE?)

The formula shown on the left in
the "Mumeric Expression" box is
created.

Figure 1.3. Numeric Expressions Screen-1
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3. After creating the appropriate formula, each expression of the relevant
variable is double-clicked and a comma (,) is added to the formula after each
expression. Then, by double-clicking on the other expressions, it is ensured that
all expressions in the scale are included in the formula.

1 Compute Vasabie ®
| Tarpetvaianie . Memgic Exprassion
Ty i T e
The created formula can be seen on this
4 . | screen.
Fndon grous
e auk o
Each of the 5 — 44—
. . N (i G )
expressions for job =l
satisfactionis =0
. & Tansiet AN NN ————
double-clicked so S =Tt el —
. # Tansley ) el ) (e & o

that they are included | #rue un
. Fo Huseric Rtums e arBmste mean ofts| |G
in the formula. # o e 0 e

F ot | e o ™

£ oan s

& Coaes = um

& Crod o8 i

= Waranc

[ eemoncn case seipcacn conamee

(Lox | (pase ) Bese [cans | 10 |

Figure 1.4. Formula Screen-2

Mumeric Expression;
NEAN|JobSatt JobSat2 JobSatd Job3atd Jo03alS) When the formulation process is

completed, the formula shown to
the left is created in the "Numeric
Expression" box.

Figure 1.5. Numeric Expressions Screen-2

4. After the scale average has been created, the following output is seen
in the SPSS output (Figure 1.6). This output indicates that the operation has
been completed successfully. The researcher must verify from this output
that the correct statements are included in the scale average. A mistake that is
commonly made is that not all of the expressions in the scale are included in
the formula. For example, although there are 5 expressions in the scale used
for job satisfaction, a common mistake is for the scale average to only have
3 or 4 expressions. Another mistake is where the expression of another scale
is included in the formula. For example, in addition to 5 statements about
job satisfaction, another scale’s statement may be included in the formula
and the scale average of the job satisfaction scale is then evaluated with 6
statements.
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CCMPUTE C_JobSat=MERN(JobSatl, JobSat2, JobSat3, JobSat4, JobSats).

EXECUTE.

Figure 1.6. SPSS Output

5. On the “Variable View” screen of SPSS, the newly created “C_JobSat”
scale average can be seen on the 20th line.

%6 | Charled Nemeric 8 0 1. kesinkid  Hona 5 B Rght & Scala s npit
1 Charled Hermenc ] 0 [1. kasmbid . Hona 5 3 Raght f Scala " lhpat
#Chaled Herntric ] 0 [0, lepsiniel . Biong H W Fught o Seals  hpat
1 Chales Hemenc ] ] [1, kesinkid . Moes § A Rught & Sedla s lhput
:_21: I JobSal [Homec & F: liznz Hoea 10 T Right o Scdla s Input

with the newly created “C_JobSat” scale average.

ta *Data-0.sav [DataSet1] - IBM SPSS Statistics Data Editor

Figure 1.7. SPSS Variable View

6. In addition, the newly created “C_JobSat” scale average can also be seen
on the “Data View” screen of SPSS. All subsequent analyses will be performed

File Edt View Data Transform Anale Directlarkeing Graphs Ufilies Addons Window  Help

SHEe @

[1:C_Jobsat

M~ BLfT 0 H9B2T 400 %
|

2

1
2
3
4
5
6

I N

o w e

4
4
4
3
4

B w e o

e W e o

4
4
3
4
3
4

W m W e o
;e e oo
e W e W
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4
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Figure 1.8. SPSS Data View
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ERROR SCREENS IN SPSS

In our example, the correct formula is as follows:
MEAN(JobSatl1,JobSat2,JobSat3,JobSat4,JobSat5)
However, some mistakes could be made while creating a formula in SPSS.
Possible error screens and their causes are summarized below.

#2 IBM SPSS Statistics 23 v

0 Variable name contains an illegal character.

Figure 1.9. SPSS Error Screen-1

If an invalid character is used while specifying the variable name, the above
warning will be displayed. In this case, it is likely that the researcher created
the scale denomination in the “Target Variable” section with an inappropriate
character.

For example;

(a) C JobSat ---> No spaces should be left in the denomination. It is actually
C_JobSat (the underscore () symbol could also be used).

(b) C_JobSat ---> Turkish characters should not be used (like the letter ).
It should be C_JobSat. However, this is not a problem in the latest versions of
SPSS.

(¢) Characters such as -, *, 2,\,/, !, *, & should not be used. An underscore
() or full stop (.) could be used.

(d) The creation of a scale denomination containing more than 64 characters
in the “Target Variable” is another reason for this error.
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Tig 1BM SPSS Statictics 23 X

| Incorrect variable name: either the name is more than 64 characters, oritis not
defined by a previous command.

Figure 1.10. SPSS Error Screen-2

This is an error that may occur if there are extra characters in the formula
(Figure 1.10).

MEAN(JobSat1,JobSat2,,JobSat3,JobSat4,JobSat5)

MEAN(JobSatl1,JobSat2,JobSat3,JobSat4,JobSat5,)

15 18M 5SS Statistics 23 X

| The sequence of operators found is invalid. Check the expression for omitted or
- gxtra operands, operators, and parentheses.

Figure 1.11. SPSS Error Screen-3

If the formula is created incorrectly, the above error is displayed
(Figure 1.11).

As seen in this example
(MEAN(JobSatl JobSat2,JobSat3,JobSat4,JobSat5)), a comma has not been
added between the two expressions

i 1BM SPsS Statistics 23 %

| The expression is incomplete. Check for missing operands, invalid operators,
unmatched parentheses or excessive string length.

Figure 1.12. SPSS Error Screen-4

If the formula is not completed, this error is displayed (Figure 1.12). In the
example below, the parenthesis “)” at the end of the formula has been omitted.
MEAN(JobSat1,JobSat2,JobSat3,JobSat4,JobSat5
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T [ lemenis hahoeyeld nenmiceinn [ ez

1]
glmmm!ﬁiurmi:ﬁ ”

.

[FiFe M

Figure 1.13. SPSS Error Screen-5

Another common situation is where the “OK” button is not active to
complete the scale merging process. In this case, it is likely that the researcher
used an invalid character in the formula. For example, there is a “Question
mark” in the formula shown below.

MEAN(JobSat1,JobSat2,JobSat3,JobSat4,JobSat5,?)






CHAPTER 2

NORMAL DISTRIBUTION

ormal distribution tests are some of the most commonly used tests in
statistical analysis. These tests are performed to determine how the
data are distributed, which is also called “the Gaussian distribution”
in the literature. After the studies of Carl Friedrich Gauss, the normal distribution
formed the basis of parametric statistical analyses, and many statistical analysis
methods in SPSS are based on the assumption that the data has a normal
distribution. Therefore, normal distribution is a prerequisite for many analyses.

If analyses are conducted without checking the data distribution, this can
negatively affect the validity and reliability of the statistical data. In addition, the
normality test determines which analyses will be performed on the existing data set.
Statistical tests in SPSS are divided into “parametric tests” and “non-parametric
tests”. While “parametric tests” are applied for normally distributed data, “non-
parametric tests” are applied for data that do not have normal distribution.

In parametric tests, the normal distribution of the data requires equal
variances, while the data should be measured as intervals or ratios. Although
parametric tests provide strong statistical values, according to the Central Limit
Theorem (CLT), parametric tests should not be preferred for data with a sample
size of less than 30. In general, it could be said that parametric tests give more
robust results than non-parametric tests.

Non-parametric tests are performed when the data do not have a normal
distribution, their variances are not equal, and the data are measured with a
nominal or ordinal scale (categorical data). They are also preferred in cases
where the number of participants (sample) is relatively small (n<30).

Examples of parametric and non-parametric tests are presented below.

Table 2.1. Tests in accordance with the distribution of data

Parametric Tests Non-parametric tests
Pearson Correlation Test () Spearman Correlation Test (/10)
Dependent sample t-test Wilcoxon Signed-Rank Test
Independent sample t-test Mann-Whitney U Test
One-way ANOVA for independent samples | Kruskal-Wallis H Test
Repeated Measures Anovas Friedman Test

-—-- Chi-Square Test
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There are two main methods for evaluating data distribution: statistical
tests and graphical methods (based on visual inspection).

Statistical tests provide more objective results about the distribution of
data. However, they have significant disadvantages as they are less sensitive
to low-sampled data and excessively (strictly) sensitive to large-sampled data.
Therefore, when performing statistical testing, interpretation according to
graphical methods may be preferred for evaluating the data distribution in cases
where the statistical analysis may be overly sensitive. However, it should not be
forgotten that interpretation according to graphical methods is used to make a
subjective judgment and therefore lacks objectivity.

It is a more accurate approach for researchers who do not have sufficient
experience in interpreting the data distribution according to graphical methods
to rely on statistical tests and act accordingly.

Statistical and graphical tests performed to determine whether the data
have a normal distribution are presented below.

Statistical tests:

1. Test of Normality (Kolmogorov-Smirnov and Shapiro-Wilk tests)
2. Skewness and Kurtosis Values

Graphical tests:

1. Histogram Diagram
2. Q-0 Plot Charts

3. Stem and Leaf Plot
4. Box Plot Chart

Determination of the distribution of the data can be performed with the
AMOS program (with multiple normal distribution tests) as well as SPSS. At
all stages of our book, we will firstly analyze with the SPSS program and then
with the AMOS program. The selection of the program to use is at the individual
researcher’s discretion.
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NORMAL DISTRIBUTION ANALYSIS WITH SPSS

Open the “Data-1.sav” file to perform analyses for the determination of
data distribution (You can reach this file at www.indataanalysis.com).
The following steps should be followed:

1. Analyze ---> Descriptive Statistics ----> Explore....

’-I‘l “Output] [Document1] - IBM 5P55 Statistics Viewer

File  Edit View [Data Transform  nsert  Format DireciMasketing  Graphs  Uliliies  Add-ons  Windo
= i=f O ™ it . - Reports
AHlE Q ¢ I e e
' : Descriptive Statisti EEI'!IIJ!WH-
B+ |& Output
Log Custom Tahles B Descriptives..
Ci\Users(  Compare Means 3 Eplore
DATRSET NRAME Datl  m.___seooose.es N ’

Figure 2.1. SPSS “Analyze” Screen

2. On the screen that opens, the scale averages of the variables included
in the research are moved to the “Dependent List” section and the “Statistics”
button is clicked.

#3 Explore =

gpendent List @
i G-E-"' || c_sobsat
= /|
oo S (s
g JE:-:;:?:-n Factor List g 2"\ [ T]

& Jobsat? -
& Jobsaty

§ Jobgan = ll.abel Cases by |
JobSats -

Display
@ Both (O Statistics O Plots

Lok ] paste J{ Reset [ cancer || Heip |

Figure 2.2. SPSS “Explore” Screen

If attention is paid here, the expressions about job satisfaction are
transferred to the “Dependent List” section of the scale’s average (Compute),

not one by one. The scale average topic is explained in detail in the first chapter
of the book.
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3. “On the Statistics” screen, the relevant sections are selected and the
“Continue” button is clicked.

'|\..:|:' Explore: Statistics ot

Confidence Interval for Mean: L

[] M-estimators
[] outliers

[] Percentiles

[Qunﬂnue][ Cancel ][ Help ]

Figure 2.3. SPSS “Explore: Statistic”” Screen

4. On the “Plots” screen, the relevant sections are selected and the
“Continue” button is clicked.

tg:l Explore: Plots X

Provides a displav of Provides a graphical representation
boxplots e 7 e T to interpret whether the data has a

¥ Stern-and-leal | normal distribution.

© Dependents together ¥ Histogram
© None Displays a stem and leaf plot.

Allows testing of
normalitv distribution. € | Mermality plots with tests . i
’ Displays the histogram

Spread vs Level with Levene Test -
diagram.

&

(gontinue] [ cancel |[ Help |

Figure 2.4. SPSS "Explore: Plots” Screen

5. On the “Options” screen, the relevant sections are selected and the
“Continue” button is clicked.

u-_"}! Explore: Options Y
If there is missing data in Missing values If the data has missing
the relevant analysis that  «— @i Exclude cazes listwise ' values for any varable,
patticipant's data is not OlExdudecasesgammse—b that participants dataisnot

included in the analvsis. included i any analyss. It
is not a highly preferred

option.

2 Reportvalues

[Qﬂnﬁnua]L Cancel ][ Help

Figure 2.5. SPSS “Explore: Options” Screen
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Interpreting Statistical Methods in SPSS Output

SPSS displays the output of several tables and graphs related to statistical
data. However, not all of these outputs are actually for normal distribution.
One reason for this is that the “Explore” command is not only used for testing
normality, but also for describing data in many different ways. In our study, only
the tables and graphs given for normality will be interpreted.

It was previously stated that there are two types of methods for assessing
normality: statistical tests and graphical methods. In the outputs of SPSS, we
will first examine the findings for statistical tests and then evaluate normality
according to graphical methods.

Statistical tests:

Table 2.2. Case Processing Summary
Case Processing Summary

Cases
Yalid Missing Total
M Percent M Percent M Percent
C_JobSat 156 100,0% 0 0,0% 156 100,0%
Sample Size <—| Perc:ntage Mi:sing Missing Value
Value Percentage
Numbers

This table contains information on the overall sample size, missing data,
and percentages.

Table 2.3. Tests of Normality

Tests of Normality
Kalmogorow-Smirmoy?® Shapira-Wilk
Statistic df Sig. Statistic df Sig.
C_lstatmini a2 156 013 69 156 001

a. Lilliefars Significance Carrection

This table contains the results of the normality analysis. The test of
normality in SPSS is evaluated according to the results of the “Kolmogorov-
Smirnov” and “Shapiro-Wilk™ tests. These tests are generally accepted and
well-known in the literature. The “Kolmogorov-Smirnov” test is more suitable
for large-sampled data (N>50), while the “Shapiro-Wilk” test is more suitable
for small-sampled data (N<50); however, the “Shapiro-Wilk™ test can also be
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preferred by researchers using data with large sample sizes (N<2000). In this
sense, the commonly preferred test in the literature is the “Shapiro-Wilk™ test.
The “Shapiro-Wilk” test is a regression type test that uses correlation to detect
data distribution.

The Sig (p) value should be examined to determine whether the data follow
a normal distribution. If the P-value is < 0.05 (i.e., Sig < 0.05), the data are not
normally distributed. In fact, since the results of our analysis (Kolmogorov-
Smirnov=10.082, df=156, p<0.05) and (Shapiro-Wilk = 0.969, df =156, p<0.05)
are statistically significant, it could be stated that the data do not have a normal
distribution according to the Kolmogorov-Smirnov and Shapiro-Wilk tests. This
conclusion is based on the significant p< 0.05 value in the Kolmogorov-Smirnov
test (sig = 0.013) and the Shapiro-Wilk test (sig.001). However, these results
are obtained in the majority of studies conducted in the social sciences (i.e.,
p < 0.05). These tests do not provide robust results in Likert-type scales and
particularly with regard to large-sampled data. For this reason, these tests are
generally not taken into account in research conducted in the social sciences and
the normal distribution is evaluated according to the “Skewness and Kurtosis”
values. Here, as a small tip, it is useful to mention the following. If you plan
to use a Likert-type scale in your research (5, 7, 9), using a 9-point Likert-type
scale ensures that the data are normally distributed and the reliability coefficient
is higher than other Likert-type scales.

The descriptive statistics table presents the “Skewness and Kurtosis”
values for the determination of the normal distribution (Table 2.4).

Table 2.4. Descriptive Statistics

Slatistic | Std. Ermor
C_JobSat  Mean 144 077 = hizan
85% Confidence IMerval  Lower Bound 329 s Averaze Confidence Interval
for Maan Upper Bound 159
5% Trimmad Mean 346 s Trimmed Mean Value (%3)
Madian 340 — hiedian
ariance ax — /ariance
Std. Deviation 958 — Siandard Deviation
Minimum 1 — I Animum Value
Mazimum 5 — Maximum Value
Range 4 — Hange
Interquartile Rangs i —s Interquartile Rangs
Skewness - 306 14— Skewness
Kurtosis - GBE 306 e Fourtosis
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The Descriptivesstatistics table presentsasignificantamountofinformation
to the researcher, including the median, variance, and standard deviation value
of the data. However, the most important values in the “Descriptives” table are
the Skewness and Kurtosis values. Skewness in statistics is a measure of the
asymmetry of the probability distribution about the mean of a random variable.
In other words, the Skewness value informs us about the size and direction of
the skewness (away from horizontal symmetry). The skewness value could be
positive, negative or even undefined. If the skewness value is 0, the data are truly
symmetrical, but this is unlikely to be the case for social science research. The
Kurtosis value presents the height and sharpness of the central peak according
to a standard bell curve.

If we return to our analysis to determine the data distribution, the Skewness
value of job satisfaction is -0.306 and the Kurtosis value is -0.686. These values
show that the data have a normal distribution because Skewness and Kurtosis
values between -1.5 and +1.5 indicate that the data are normally distributed.

As a general approach:

For Skewness and Kurtosis values:

- A value between -1.5 and +1.5 indicates that the data have a normal
distribution.

- If it is between -1 and +1, the data distribution is moderately skewed,

- A value between -0.5 and +0.5 suggests the data distribution is
approximately symmetrical.

There are different interpretations in the literature regarding these values.

Hair et al. [1] stated that if the Skewness and Kurtosis values are in the
range of -1 to +1, the data have a normal distribution.

George and Mallery [2] stated that a Skewness and Kurtosis value between
-1 and +1 is considered excellent for most psychometric tests, but a value
between -2 and +2 is also acceptable.

Tabachnick and Fidell [3] stated that a Skewness and Kurtosis value
between -1.5 and +1.5 is sufficient for normality.

Kim [4] stated that the value obtained by dividing the Skewness and
Kurtosis values by the standard error should be below 1.96. The formula
proposed by Kim [4] is presented below:

Statistics

<[1.9¢|
Std.Error

ZKurtois, Skewness —
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Interpreting Graphical Methods in SPSS Output

The graphical methods used are as follows: histogram diagram, Q-Q plot,
Stem and Leaf, and box plots. These methods give robust results if the researcher
does not decide on the normal distribution based on a single graph but confirms
the normality with several graphs.

Histogram Diagram

Histegram = Himal

157 ] Mean = 3,44
d. Derv. =
— Fi= 055

™ . .
—/ = » [t is a pgraphical curve
/* presenting the normal
_\ distribution. A histogram

] | diagram similar to this
_\ occurs when the data have

a normal distribution.
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5} T T T T T
1 2 1 F 5

C_JobSat

Figure 2.6. Histogram Diagram

Among the different graphical methods, interpreting a Histogram diagram
is relatively more complex. In general, the frequency values of the bars in the
above graph are expected to resemble a graphical curve with normal distribution.
In other words, the bars in the graph should have a symmetrical distribution like
a bell curve. Although there is a partially negative skewness in our study, it
could be said that it is very close to normal distribution.

Accurately assessing the normality of data in interpretations based on
graphs requires extensive experience. Therefore, mistakes are often made this
process. If you are unsure about your ability to interpret the graph correctly, it
is recommended that you rely on numerical methods instead. However, data
that appear to have a normal distribution graphically may not be normally
distributed in the theoretical sense. For this reason, the best approach is to decide
by checking all methods (statistical and graphical methods) instead of making a
decision by examining a single graph.
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Q-Q Plot Charts
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The Q-Q Plot Chart is another
graphical method used to graphically
determine normality. The small circles
in the graph represent the data, and its
collection on the 4359 lines indicates
that the data have a normal
distribution.

If the data have a normal distribution,
the data points will be close to the
diagonal line. If the data points deviate
non-linearly from the line, the data are
not normally distributed. When the
graph on the right is examined, we can
sav that the data have a normal
distribution.

Figure 2.7. Normal Q-Q Plot Chart
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In the other (J-0) Plot Chart, small circles
represent data and horizontal linear lines
represent normality.

If the data have a normal distribution, the
data points will be close to the horizontal
linzar line. This graph also shows the
degree of deviation of the data from the
normal distnbution (Dev from Normal).
When the graph on the right is sxamined,
it 15 seen that the dats deviates to an
insignificant degrez (between -0.4 and
0.2) and are very cloze to normalify.

Figure 2.8. Detrended Q-Q Plot Chart

Stem and Leaf Plots
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Figure 2.9. Stem and Leaf Plots
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Another graphical method is the stem-leaf plot. This graph shows that the
data for the job satisfaction scale used in our study are partly skewed to the left,
but very close to normal distribution.

If we review all of the graphs again, we found that the data in the Histogram
diagram were very close to the curve showing the normal distribution, but
the data on the right of the diagram (shown as bars) extended beyond the
normal distribution curve; in other words, the data are partially skewed to
the left (negative skewness). In the Detrended Q-Q Plot, we determined that
the deviation values of the data from the normal distribution were very low;
however, the deviation in the negative value (approximately -0.4 on the chart)
was higher than the positive value (approximately 0.15 on the chart); in other
words the data were partially skewed to the left. Next, we checked the stem-leaf
plot and we found that the curve showing the normal distribution in this graph
did not include the values on the right; in other words, it was partially skewed
to the left. Therefore, all the graphical methods examined thus far show that the
data are very close to the normal distribution.

One of the main reasons why data do not have a normal distribution is that
there are extreme values in the data. These values are caused by researchers
making mistakes while transferring the data into the SPSS program (for
example, writing 255 instead of 25 when entering the age of a participant) or the
careless responses of a participant to the statements in the questionnaire. Another
possibility is that one participant has contradictory thoughts compared to the
other sample group; however, this situation is rarely encountered. Controlling
and removing these extreme values that distort the normal distribution from the
analysis ensures that the data, albeit partially, return to a normal distribution.
Therefore, it should be verified whether such values exist. The boxplot, which
shows the extreme values, can guide researchers in this sense.

To facilitate the understanding of extreme values in the boxplot, it will
be useful to give an example. When the chart below is examined, it is seen that
the 1st data is the over extreme value, while the 86th and 171st data are the
extreme values. It is useful to exclude these data from the analysis. However,
this decision is at the discretion of the researcher. If the data show a normal
distribution despite the existence of extreme values, these data may not be
excluded from the analysis.
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Figure 2.10. Example Box Plot Chart

After the example given to better understand the boxplot showing the
extreme values, let’s return to our study.

Box Plot Chart

Observed Value

There were no extreme
values (outliers) in  our
studv. However, 1f 15 seen
. that the median walus is
closer fo the night; in other
words, thers iz a left
" skewmess. We have
achieved similar results in
previous graphs (histogram
diagram, Q-Q plot graphs
and stem and leaf plot
graph).

hedyan

Figure 2.11. Box Plot Chart

All statistical and graphical methods performed show that the data in our
study have a normal distribution. If the data does not have a normal distribution,
the most important action is to remove outliers or transform the data (log or
square root of the data). However, if normality cannot be achieved despite the
omission of the extreme values, it is a more proper approach to perform non-
parametric tests. Before performing non-parametric tests, the requirements
of the data for non-parametric tests need to be checked. Remember that non-
parametric tests also have certain assumptions and prerequisites.
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REPORTING FINDINGS

Several methods can be used in the interpretation of analyses for normal
distribution in studies. A sample report is presented below for researchers who
want to provide detailed analysis results.

Table 2.5. Test of Normality

Mean Standard Skewness Kurtosis
Deviation
Job Satisfaction 3.44 959 -.306 -.686
Transactional Leader 3.83 173 -214 -.834
Charismatic Leader 3.33 1.128 -.245 -.858

An examination of Table 2.5 reveals that the skewness and kurtosis values
are as follows: job satisfaction (-0.306/-0.686), transactional leader (-0.214
/-0.834), and charismatic leader (-0.245/-0.858). The fact that the skewness and
kurtosis values of the variables included in the research are between -1.5 and
+1.5 reveals that the data have a normal distribution. For this reason, parametric
tests were performed in the study.
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INTRODUCTION TO AMOS PROGRAM

We consider that it would be beneficial to introduce the AMOS program before
performing the analysis. Therefore, in this part of the book, the basic structure
and usage features of the AMOS program will be briefly explained. More
detailed information on the subject can be found in the book titled “Yapisal
Esitlik Modellemesi AMOS Uygulamalari (Applications of Structural Equation
Modeling AMOS)” by Meydan and Sesen [27].

When the AMOS Graphics program is opened, the main window shown in
Figure 2.12 will be displayed.

7
Et (]
1]

b drarur, Takies

Figure 2.12. Main Screen of AMOS Graphics Program

The main screen of the program consists of four parts. The first of these is
a blank page that forms the majority of the screen on which the drawings will be
made. The second part is the part on the left of the window that contains various
quick function (shortcut) buttons. The third part is the darker part between these
two. In this section, two structural model shapes will be drawn at the top, one
of which is colored and the other is colorless. The colored figure is used to
show the drawing model, and the colorless figure is used to show the resulting
(completed research) model. The fourth part of the program screen contains
the menus arranged on the top of the screen, which has the structure of classic
Windows programs.



22 4 ¢ REGRESSION, MEDIATION/MODERATION, AND STRUCTURAL EQUATION . . .

Table 2.6. Buttons in the Main Menu (adapted from Meydan and Sesen [27])

Nu. Button Name of Button Function
1 D Rectangle Draws an observed variable
2 (::) Ellipse Draws an unobserved (latent) variable
. Draws a latent variable or adds an indicator
3 %; Indicator .
to a latent variable
Path (single-headed
4 4 (sing Draws a regression path
arrow)
Double-headed
5 +—r o Draws a covariance (mutual relation)
arrow
6 I% Error Adds an error term to an observed variable
7 Title Title Figure captions
8 E Variable list-1 Lists the variables in the model
9 % Variable list-2 Lists the variables in the data set
10 @ Single selection Selects an object at one time
11 dT_"] Multiple selection Selects many objects at one time
Deselect multiple
12 d‘ll]] . wHp Deselects multiple selection
selection
13 Copy Creates copies of the selected object(s)
14 e Move Movc.as the selected object(s) to the desired
location
15 x Delete Deletes the selected object(s)
16 *E:i* Change the shape Changes the shapes of the object(s)
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Reflects the indicators

.- Move screen Moves the main screen

.- Data file Selects the data file and reads it
Iculate th
estimates

Shows the results in the text
lﬁ Object properties Defines the object properties

.- Equals the distance between objects

32 G—l Zoom in Views a smaller area of the path diagram




24 ¢ ¢ REGRESSION, MEDIATION/MODERATION, AND STRUCTURAL EQUATION . . .

33 Q Zoom out Views a larger area of the path diagram
34 @ Zoom page Shows the entire page on the screen
35 E:H Resize Resizes the page to fit to the page
36 EEI Magnify Examines a specific part of the diagram
37 . Bayesian Calculates Bayesian statistics
38 ®-2 Multigroup Conducts a multi-group analysis
&-2
39 | - --f?' Print Prints the diagram
v
40 P Undo-1 Undoes the last action
41 ﬁ Undo-2 Undoes the last undo
42 M Specification search | Opens a screen for a specific search

The AMOS program offers many tools with which users can draw models.

These tools are represented by a button that performs its specific functions.

These tools are listed vertically on the left side of the main page of the program.

There are 42 buttons in total. The buttons in the program, their names, and their
functions are explained in Table 2.6. When the mouse is moved over the buttons

when drawing a model, the operation will be automatically seen. However,

those that are most frequently used in model drawing are the indicator and

error buttons. The AMOS program also includes many user-friendly shortcut

applications. For example, using the “Name Unobserved Variables” command

under the “Plugins” tab, all variables in an extremely complex model can be

named in a single operation. As users use the program in different models and

analyses, their capability will also improve.
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IMPLEMENTATION OF THE AMOS PROGRAM

A multivariate normal distribution test can be performed with the AMOS
program. The data in the “Data-1.sav” file, for which a single normal distribution
test was performed with SPSS above, will be tested with AMOS. Before
performing this analysis, the model is first drawn as seen in Figure 2.13. For
details on drawing the model, see the section on model drawing with AMOS.
The model drawing process will not be explained here. However, according to
the model above, charismatic and transactional leadership are the independent
variables, and job satisfaction is the dependent variable. Here, drawing the
model as a correlational model will not produce a different result in the context
of normality testing. There are 6, 4, and 5 observed variables for each variable
in the data set, respectively. After drawing the model, the “Data-1.sav” file is
opened as the data set and the related observed variables are assigned. The first
level latent variables are named “F” factors.

o] frroied fanoid] frmie]

o ® 6 o

Figure 2.13. Multiple normal distribution test model

After the data set is attained, the “Analysis Properties” tab is selected
under the “View” menu before proceeding to the analysis. In the Analysis
Properties tab, the “Tests for normality and outliers” tab is selected, as shown
in Figure 2.14. Thus, it will be ensured that the normality test is performed after
the analysis.
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Figure 2.14. “Tests for normality and outliers” tab under “Analysis Properties”

Then, the analysis is performed by clicking on “Calculate Estimate”. The
results of the analysis are displayed by clicking the “View Text” button. As seen
in Figure 2.15, when the “Assessment of Normality” option is selected, the
normality test results will be displayed.

Flle Fdit View Diagram Analyze Tools Plugins Help

4+ .% p— 1B Amos Cutput - o X
Ws;; -7 -0 -FOmm o

@ @ Assessment of normality (Group number 1)
Variable min  max skew  or lurosis  cr
@ L p—— JobSats 1,000 5,000 -352 -1,797 1,003 -2,556
ﬁ} O a' JobSat4 1,000 5,000 -234 -1,195 -1,182  -3,013
TobSat3 1,000 5000 -106 -S43 940 -2,396
2 H Y TabSat2 1,000 5,000 -305 1,555 814 2,075
u TobSatl 1,000 5000 608 -3,100 700 1,784
m g e e Translel 2000 5000 374 -1909 -1,089 -2,701
- Unstandsrded estimates TransLe2 1,000 5,000 -490 -2,499 -390 -1,504
[m i ‘Standardized estimates. TransLe3 1,000 5,000 -245 -1,251 -,395  -1,008
= Transled 1,000 5,000 -S11 -2,607  -d67 -1,190
It & Charl.e6 1,000 5,000 -245 <1250 -1,019 -2,597
Charles 1,000 5,000 -107 =543 =1,315 -3,352
® R R Charled 1,000 £000 -345 -1759 856 2,183
GROUP NUMBER 1 CharLe3 1,000 5,000 -260 -1323 =943 -2,403
@ D @ Check for incomplete d. Charle2 1,000 5,000 -,042 218 - 818 -2,077
o0 Scanning Data-1 Growp mambr 1 CharLel 1,000 5000 -203 -1,036 -1,194 -3,044
A o9 'j Reading data Multivariate 45952 12,707

Sy T
< >
Path diagram | Tables

Figure 2.15. Results for the “Assessment of Normality” option
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The results are shown in Table 2.7 for better visibility. Copy/paste functions
can be carried out by using the right mouse button, which allows the results to be
taken as a table and copied to the Microsoft Office Word program.

Table 2.7. The Results of the Tests of Normality

Variable min max skew C.I. kurtosis C.I.

JobSat5 1,000 5,000 -,352 -1,797 -1,003 -2,556
JobSat4 1,000 5,000 -,234 -1,195 -1,182 -3,013
JobSat3 1,000 5,000 -,106 -,543 -,940 -2,396
JobSat2 1,000 5,000 -,305 -1,555 -,814 -2,075
JobSatl 1,000 5,000 -,608 -3,100 -,700 -1,784
TransLel 2,000 5,000 -,374 -1,909 -1,059 -2,701
TransLe2 1,000 5,000 -,490 -2,499 -,590 -1,504
TransLe3 1,000 5,000 -,245 -1,251 -,395 -1,008
TransLe4 1,000 5,000 =511 -2,607 -,467 -1,190
CharLe6 1,000 5,000 -,245 -1,250 -1,019 -2,597
CharLe5 1,000 5,000 -,107 -,543 -1,315 -3,352
CharLe4 1,000 5,000 -,345 -1,759 -,856 -2,183
CharLe3 1,000 5,000 -,260 -1,323 -,943 -2,403
CharLe2 1,000 5,000 -,042 -,215 -,815 -2,077
CharLel 1,000 5,000 -,203 -1,036 -1,194 -3,044
Multivariate 45,952 12,707

As can be seen in the table, the Skewness and Kurtosis values of each
observed variable as a result of the normality test are displayed along with
their critical ratios. Additionally, the Multivariate normal distribution value
in the context of all variables can be seen at the bottom. The interpretation
of these Skewness, Kurtosis, and Critical Ratio values is the same as in the
SPSS program. According to these values, it can be accepted that the data are
normally distributed. However, when the Kurtosis and Critical Ratio values
of Multivariate normality are examined, it is seen that they are significantly
above the acceptable limits. Therefore, it can be said that there is no multivariate
normal distribution in this data set.

In this situation, the data set could be formed normally distributed by
examining which observation disrupts the normality. To do this, the “Observations
farthest from the centroid (Mahalanobis distance)” tab should be selected, as
shown in Figure 2.16, and thus, the distance of each observation from the center
is seen. At this point, it will be seen that multivariate normality improves as the
observations farthest from the center are omitted from the data set.
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Figure 2.16. “Observations farthest from the centroid (Mahalanobis distance)” tab
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CHAPTER 3

VALIDITY AND RELIABILITY

Ithough the concepts of validity and reliability are closely related to

each other, these terms express different features of the measurement

tool. In general, a measurement tool could be reliable without being
valid, but if the measurement tool is valid, it is likely that it is also reliable.
However, reliability alone is not sufficient to ensure validity. Even if a scale is
reliable, it may not accurately reflect the behavior or quality that is intended to
be measured (Figure 3.1). For this reason, researchers must test both the validity
and reliability of the measurement tool they are using. The measurement tool
must meet these two conditions. Otherwise, the interpretation of the research
findings will not be correctly.

B i ek
[ |
£ T
o
Not Valid Not Valid Valid
i Reliable
Not Reliable Reliable
D The behavior or quality to be measured
# Items in the measurement tool

Figure 3.1. Validity and Reliability

29
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VALIDITY

Validity is concerned with whether the measurement tool measures the
intended behavior or quality, and it is a measure of how well the measurement
tool performs its function [1]. Validity is determined by the meaningful and
appropriate interpretation of the data from the measurement tool as a result of
the analysis. Whiston [2] defines validity as the acquisition of appropriate data
for the intended use of the measuring instrument. In this case, it is important
what the measurement tool intends to measure, and whether the items in the
measurement tool measure correctly according to the purposes of the research.

Although evaluating the validity of the measurement tool is more difficult
than reliability, it is more important. For the research to yield healthy results,
the measurement tool must measure what it claims. Using a validity-tested
measurement tool will ensure that the findings produced by the analysis are
valid.

To determine the validity of the measurement tool, different types of
validity are described in the literature. These can be listed as “content validity,
criterion-related validity, concurrent validity, internal validity, external validity,
constructive validity, face validity, systemic validity, theoretical validity, jury
validity, consequential validity, cultural validity, predictive validity, interpretive
validity, descriptive validity, evaluative validity, statistical conclusion validity,
and translation validity”. Four types of validity are important in the social
sciences, although the list that has been created can be extended further. These
are internal validity, content validity, external validity, and construct validity.

If the researcher does not develop a new scale and uses a previously
developed scale in his/her research that has been tested for validity and reliability
in the local language of the country where the research was conducted. It is
sufficient to test the validity of the content, or in other words, the content validity.

Content validity: Bollen [3] defined content validity as a type of
qualitative validity in which the domain of the measurement tool is clarified
and that evaluates whether the items in the measurement tool fully represent
the domain. In line with this definition, it can be said that content validity is a
validity study that reveals the extent to which the measurement tool serves the
purpose as a whole as well as each item in the measurement tool.

Content validity, which is used in scale development or adaptation studies
for the culture and language of the developed scale, ensures the determination
of the most appropriate items to increase the quality of the items in the
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measurement tool and to serve the purpose of the scale. Thus, it is ensured that the
measurement tool prepared to measure any behavior or quality is a useful scale
with scope adequacy serving its purpose. The content area of many concepts
that are included in the field of social sciences is unclear. For this reason, there
is no consensus on the definitions and content of most concepts in the literature.
Researchers who carry out content validity studies must make a theoretical
definition of the related concept and determine the content (dimensions) of the
concept.

Several methods are used for determining content validity in the literature.
Among these, obtaining expert opinions and statistical methods are the two most
frequently applied methods.

The first method, which involves the evaluation of more than one referee, is
also known as “obtain expert opinions”. This method is a process that transforms
qualitative studies based on expert opinions into statistical quantitative studies.
In this method, the researcher asks experts to rate each item in the developed
measurement tool in terms of fitting with its content, and estimations are made
for each item in line with expert opinions. The experience and number of experts
are of great importance in order to obtain objective results in the estimations to
determine the content validity [4]. The experience level of the experts is very
important for the results to be consistent and unbiased. For this reason, care
should be taken in the selection of experts and academicians or practitioners
with extensive knowledge about the measurement tool to be developed should
be preferred.

Estimation of content validity with expert opinion is a statistical analysis
based on content validity regarding whether the items in the measurement tool
are on the scale or not, and it is evaluated according to the following formula:

N
Ny=

N,

= —— D_—
KGD I 1 or KG ~
2

2

In the formula:

N = Total number of experts who evaluated the items in the measurement
tool

NU = Number of experts who evaluated the relevant statement as
appropriate

According to Lawshe [5], each statement in the item pool is submitted
to expert opinion. Experts evaluate these statements as “Appropriate”,
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“Appropriate But Should Be Revised” and “Should be Removed”. If half of the
experts express their opinion as “Suitable” about the item in the measurement
tool, it will be KGD=0, if more than half of the experts have given the opinion
“Suitable”, KGD >0, and if less than half of the experts have given their opinion
as “Suitable”, it will be KGD <0. If the KGD rate is 0 (zero) or a negative value,
that item should be removed from the measurement tool.

The second method involves testing the content validity with statistical
methods. The most widely-used method among statistical methods is factor
analysis. Factor analysis is performed to determine the structure under which
the items in the measurement tool are gathered and whether they are suitable for
the concept. Measurement tools used in social science research generally have a
construct with more than one-subdimension. For example, the measurement tool
developed by Allen and Meyer [6], which determines the level of organizational
commitment in employees, consists of three sub-dimensions: affective,
continuance and normative commitment. Likewise, the leader-member exchange
scale developed by Liden and Maslyn [7] to measure the interaction between
leaders and members is examined in four dimensions, namely contribution,
commitment, influence and professional respect.
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FACTOR ANALYSIS

Factor analysis emerged with the study of Charles Spearman in the early 1900s
and is used in many fields such as social sciences, medicine, economics and
geography. Factor analysis uses mathematical procedures to simplify interrelated
measures to discover patterns in a set of variables. Basically, it summarizes
the data so that the relationships and patterns of the observed variables in the
measurement tool can be easily interpreted and understood.

Exploratory Factor Analysis (EFA) and Confirmatory Factor Analysis
(CFA) are the two most frequently-used main factor analysis techniques in
the social sciences. Exploratory Factor Analysis is conducted according to
the experience of the researcher, so EFA is intuitive in general. The EFA is an
exploratory type of analysis that the researcher performs to obtain information
about the number or nature of the variables. This analysis allows the researcher
to discover the main dimensions of a relatively large hidden structure represented
by a set of elements [8,9]. The main purpose is to examine a large number of
variables related to the structure as well as to identify fewer variables that
explain the structure and to increase the explanatory power of the structure.
It is generally performed in order to reduce the number of variables observed
in scale development studies and to determine which factors constitute it. In
Confirmatory Factor Analysis, the main purpose is to test the accuracy of a
previously validated scale or model.

In studies with previously tested scales, confirmatory factor analysis is first
performed to test the validity of the scale or model. Exploratory factor analysis
is performed if sufficient threshold values (fit indices) are not provided in the
confirmatory factor analysis or if the structure of the measurement tool could not
be verified. Thus, the relationship pattern between the items and the factors in
the measurement tool should be discovered, the necessary revisions should be
made and the confirmatory factor analysis should be repeated.
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EXPLANATORY FACTOR ANALYSIS

Exploratory factor analysis functions based on the concept that measurable
and observable variables can be reduced to less unmeasurable latent variables
that share a common variance. [10]. Although these unobservable factors are
not measured directly, they are hypothetical constructs used to represent the
variables.

Researchers used exploratory factor analysis when they want to discover
the number of factors affecting variables and analyze which statements are
grouped together. The main hypothesis of EFA is to find common ‘“hidden”
factors in the dataset and to identify the least number of common factors that
explain the structure. Thus, researchers use EFA to focus on fewer statements
that explain the structure and place these statements into meaningful categories
(sub-dimensions) instead of considering too many statements that may be
unimportant. As a result, it is possible to reduce many expressions in the scale to
a smaller data set, making the measurement tool easier to interpret.

In summary, exploratory factor analysis is used to reduce the number of
statements in the measurement tool, to examine the structure or relationship
between statements, to identify and evaluate a theoretical structure, to develop
theoretical structures, to test the construct validity of the developed measurement
tool, and to prove or reject a proposed theory.

Prerequisites for Exploratory Factor Analysis:

* There must be at least 3 variables for exploratory factor analysis to be
performed, but this depends on the design of the study [11]. Factors with two
or fewer variables should be interpreted with caution. Bivariate factor analysis
is only considered reliable when the variables are highly correlated with each
other (> 0.70), but not highly correlated with other variables.

» The data should have univariate and multivariate normality. The absence
of univariate and multivariate outliers is also important [12].

» The calculation of the correlation in exploratory factor analysis is made
based on the assumption that there is a linear relationship between the factors
and variables.

* Measurements of variables should be made with equal intervals (e.g., 5
Likert or 7 Likert).

* The sample size should be sufficient. As the sample size increases, the
error rate in the data decreases. For this reason, EFA generally performs better
with larger sample sizes.
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Sample Size: Although the sample size is important for exploratory factor
analysis, there are different opinions in the literature. While Tabachnick and
Fidell [11] claimed that a sample size of 300 is sufficient for factor analysis,
Hair et al. [13] stated that 100 is sufficient for factor analysis. On the other
hand, Guadagnoli et al. [14] stated that if the factor load of the expressions in
the measurement tool is > .80, smaller sample groups are sufficient for factor
analysis. Accordingly, Sapnas and Zeller [15] stated that even a sample size
of 50 may be sufficient for factor analysis (where the factor load is >0.80).
As can be seen, the answers given by the participants to the statements greatly
influence the sample size recommended for factor analysis. When the studies on
the determination of the sample size in factor analysis are evaluated, it can be
said that a sample size of 200 is sufficient for social science research.

There are also different opinions in the literature as to whether a certain
number of times the number of expressions in the measurement tool is sufficient
to determine adequate sample sizes. These rates are 3, 6, 10, 15, 20 times
the number of expressions in the measurement tool [16, 17, 18]. However,
researchers such as Hogarty et al. [19] and MacCallum et al. [20] conducted a
series of studies to test the validity of these ratios in the literature, and the results
showed that it is not appropriate to specify a minimum ratio for factor analysis.

Researchers who want to determine whether the sample size is sufficient
for factor analysis should also check the Kaiser-Meyer-Olkin (KMO) value.
If the KMO value, which can range between 1 and 0, is 0.5 and above, this
indicates that the sample size is sufficient for factor analysis [11].
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FACTOR ANALYSIS WITH SPSS

To perform factor analysis, we open the “Data-1.sav” file (You can access this
file from the address www.indataanalysis.com).
The steps below should be followed:

1. Analyze ---> Dimension Reduction ----> Factor....

3 Date-1.50v [DataSet1] - 1BM 5PES Saatistics Data Editor
File  Eoq  Vew Data  Transform , Anabge  DirectMarkesng  Graphs  LMiities  Adc-gns  Window  Help

El LY L= 39 @

.
Descriptive Statistics ¥
|10: Transle2 4 | CustemTaples bl B B
Gendar ' Age E Cofmpare Means *  [Sat TramsL Transl Transl Trans (
4, General Linear Model o poel | a2 [ ed |led
- Y1 Gonerslizes Linear Models o | L N I I
2 L ! Mized Modsls 3 5 4 4 3 5
3 1 1 4 4 5 3 4 4
4 1 1 3 Senelata : 4 P
5 2 1 2 Expmanion ; i 5 5
§ 1 1 ¢ Leoam Y ls R4 4 3 s
7 2 ] ERE biate g I EERE
g T Dimension Reducion L .7, Eaclor...
10 2 2 2 Scale Y| conespondence Analysis
19 1 q 4 Honparamaetric Tests L 4 Cptimal Scating
- - - Errnesac B 3

Figure 3.2. SPSS “Analyze” Screen

2. On the screen that opens, all the items of the variables included in the
research are moved to the “Variables” section and the “Descriptives” button is
clicked.

@ Factor Analysis

Variables:
&% Gender & Jonsalt
&b MarSta & JobSar2 _ Extraction... |
o piose Y o)
o D [ [+
& C_JobSh & Jobsats
& C_TransLe & TransLe1 | Qptions... |
& C_CharLe & TransLe2 T

Selection Variable:

| |

(Lo J | psste || eset | Cancel | Hei |

Figure 3.3. SPSS “Analyze” Screen
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As can be observed, a total of 15 statements used to measure job satisfaction

(5 statements),

transactional leadership (4 statements), and charismatic

leadership (6 statements) were transferred to the “Variables” section.

3. Relevant sections are selected on the “Descriptives” screen.

#2 Factor Analysis: Descriptives x
Statistics
Tt is selected when Univariate descriptives
L Initial soluti
the aim 1s to check ¥ Initial solution
the cormrelations of -
the cxpressions - J?.F.Eﬂlﬂllﬂl'l_.l\.l.alﬁw.........E
with each other or | Coefficients | Inverse
when there is a glgnlﬁcancelevelsl Reproduced
MUIticollinearitY g 1nDﬂhe}ne:ml\!rlﬂ1'\?ﬂQ!!|'\M'\M.’\.HMI....- Antl Image....

problem.

{KMO and Bartlelt's test of sphenc

[Qunﬁnue][ Cancel H Help ]

Figure 3.4. SPSS “Descriptives” Screen

4. Relevant sections are marked on the “Extraction” screen.

3 Facter dnabynin Eetrastion

Uethxd Pocpalcsmpinedts  ~ |

8 Comlabon St
) Coyarance malriy

The researchers
themzelves determine
how many factors
will be collected
under the statements
in the questionnaire.

Ediaa
8 Basgd on Eigamaalut
Exgemiglues greaterhan |1

A= ) Fintd purnber of taciors

Facors b esract

Reszearchers  could
define the number of
factors according fo
the previous
theoretical issues or
develeped scale.

Magmim Peradons R COmeipince s |

Rotation provides the unrofated
pattern matrix used to compare the
previous and next factors. The
X pattern matrix makes it easier for
the researcher to make comments.

o Unrotsled facior sohlion

¥ soept ———— 4 Shows the factor distribution a= a

screen plot.

Accepts those with an sigenvalue
above | as a factor and ensures
that all expressions are assigned to
these factors.

—_—

Specifies the maximum number of
iterations. In other words, SPSS
specifiss how many rofatiens are
needed to get the results. In this
caze, 23 iz a sufficient number.

Figure 3.5. “Extraction” Screen

Factor analysis is based on a theoretical model called the “common factor
model”. This model assumes that the observed variables are affected by common
factors and unique factors, and their correlations need to be determined [21].
There are a number of “Extraction’” methods available in SPSS. For this reason,
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it is useful to briefly mention several commonly used techniques (Method tab
in Figure 3.5).

Principal Component. Principal component analysis is used to extract the
maximum variance from the dataset with each component. Thus, it reduces a
large number of variables to a smaller number of components [11]. Principal
component analysis is an expression reduction technique, and researchers
can use principal component analysis as a first step to reduce expressions at
scale. Although it varies depending on the research hypothesis and ease of
interpretation, researchers mostly prefer this method.

Maximum Likelihood,; The maximum likelihood method tries to analyze the
maximum sampling probability of the observed correlation matrix [11]. When
performing confirmatory factor analysis in research, it is a more appropriate
approach to choose the Maximum Likelihood method from the “Method”
section.

The Principal Axis Factoring; The Principal Axis Factoring method is
based on the idea that all expressions belong to a group and a matrix is estimated
when the factor is subtracted. The factors are then subtracted repeatedly until a
sufficiently large variance is calculated in the correlation matrix. Principal Axis
Factoring is recommended when the data violate the assumption of multivariate
normality [22].

5. “Relevant sections are marked on the “Rotation” screen.

2 Factor Analysis: Rotation X
Method A Inumbar is SEt. to
: indicate how many times
© © Quartimax the SPSS program will
© Equamax repeat the analysis to
© Direct Oblimin © Promax reach the best solution.
The maximum default
value is 25, which is
Provides  output usually  sufficient for
depending on the Display most analyses. You can
rotation type so <——[y Rotated solution[ | Loading plot(s) choose a larger value if
that the factors can the value is too low for

be interpreted. : % rei . .
EP Maximum Iterations for Convergence: analysis or when you

have alarge dataset.

(continue] [ cancet | Hep |

Figure 3.6. “Rotation” Screen

Factors are rotated for better interpretation because non-rotational factors
are ambiguous. The purpose of the rotation is to try to load each variable on as
few factors as possible, while still achieving an optimally simple structure that
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maximizes the high number of loads on each variable. Ultimately, the simple
structure seeks to ensure that each factor defines a separate set of interrelated
variables. This will make interpretation easier.

In the “Method” part, there are two types of rotation: Orthogonal (varimax,
quartimax and equamax) and Oblique (Direct Oblimin, Promax). These are
related to the direction of the rotation. Orthogonal rotation is where the factors
are rotated 90 degrees from each other [23]. Orthogonal rotation is generally
preferred in social sciences and the most widely-used techniques are Quartimax
and Varimax rotation. Varimax outputs as many factors as possible and loads as
few expressions as possible on this factor. Thus, it creates a structure with more
factors. In Quartimax, the situation is the opposite. In other words, it creates a
structure with few factors by gathering the expressions under one factor as much
as possible.

6. At this stage, there is no need to select any section on the “Scores” screen.

ﬁ'ﬁ Factor Analysis: Factor Scores >
e : It is a necessary screen for
[|'Save as variables generating factor scores. The
Method image factor score coefficient
@ matrix shows the correlation

between the coefficients used
to generate the factor scores
by multiplying the factors. At
this stage, we do not mark on
[continue ][ cancel |[ Heip | this screen.

|| Display factor score coefficient matrix

Figure 3.7. “Factor Scores” Screen

7. Relevant sections are marked on the “Options” screen.

'-'.'ﬁ Factor Analysis: Options by

Missing Values
® Exclude cases listwise This determinges how missing
- values will be included in the
Exclude cases painwise e . . R
S bainwi analysis. “Exclude cases listwise™

Provide: deri fac -
phises orcerne et © Replace with mean is selected.

loads from largest fo

smallest It iz concerned with how the

Coefficient Display Format ————> findings will be displayed. It

It eneuses that the factor & Sorted by size provides visibility and facilitates
loads below the value ¥ Suppress small coefficients interpretation

a:lmde§1 to the ::st;;olu[a Absolute value below: It ensures that factor loads below
value belew are not shown

i the table Tt makes it 0.30 are not visible en the screen

easier for the researcher to @oﬂﬂnue][ Cancel ]; Help ]
interpret the results.

for ease of interprefation.

Figure 3.8. “Options” Screen
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After all the selections are completed, the “OK” button is pressed and the
OUTPUT of SPSS is interpreted.

Table 3.1. “KMO and Bartlett’s Test” Tables

KMO and Bartlett's Test

Kaiser-Meyer-0lkin Measure of Sampling Adequacy. BE9
Bartlett's Test of Approx. Chi-Square 1057 504
Sphericity df 105

Sig. ,ooo

The “KMO and Bartlett’s Test” table shows the test results for evaluating
the suitability of the data for factor analysis. These tests are the Sample
Adequacy Measurement (Kaiser-Meyer-Olkin (KMO)) and Bartlett’s Test of
Sphericity.

The adequacy of the sample size for factor analysis is determined according
to the Kaiser-Meyer-Olkin Measure (KMO). The KMO value, which takes a
value between 0 and 1, indicates that that the sample size is large enough for
factor analysis when it is greater than 0.70. In the literature, there also other
recommendations that the KMO value should be 0.5, 0.6, or 0.7 and above
[11,12].

The Significant value for the suitability of our data set for factor analysis
should be statistically meaningful, i.e., p <.05 (in our example it is Sig=0.000).
This means that if this prerequisite condition is not met, reliable factors cannot
be provided. In this case, it is necessary to increase the number of samples or
to remove the expressions causing the scattered correlation models from the
analysis and to perform the factor analysis again.
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Table 3.2. “Communalities” Table

Extraction Method: Principal
Component Analysis.

Communalities
Initial Bxtraction | The “Communalities”
JohSati 1,000 i table is used to
Jobsatz 1,000 Fas determine the
JobSat3 1,000 832 | eigenvalue deduction
JobSatd 1,000 827 | based on certain
Jobsats 1,000 522 criteria. However, to
TranslLed 1,000 624 preserve the simplicity
TransLe2 1,000 T 20 of our example we
Iranstei ::'EEE 'gsg will adhere to the
ranslLe . . .
Charlel 1'000 IEU? Kaiser criteria. Both
arLe
' ' methods show that our
CharlLez 1,000 569
dataset  has  three
CharLe3 1,000 697 onifi t fact
CharLed 1.000 575 significant factors.
CharlLes 1,000 618
CharlLe6 1,000 574

Table 3.3. “Total Variance Explained” Table

Total Variance Explained

E Initial Ergarrvalues Estraction Sums of Squared Leadings Ratation Sums of Squared Loadings
Bcomponsm | Total % ofVariance | Cumulative % Total % of Variance | Curnulative % Total % ofVaiance | Cumulative %
b1 6,288 n i 097 6,288 nuy n,y 3709 24,725 24725
El 1624 10,826 52,743 1,624 10,826 52,743 2807 15,380 44,105
4] 1,267 8,583 #1,326 7
[gemmmees Bl - B Lo

5 ,Tog 4721 71,283

] 693 4623 75,906

! e 4024 79,930 The| column| to be

525 3497 83426 .

9 488 3232 46,659 lﬂtapl‘ﬂed-

10 A 2,898 89,555

il A25 835 432,390

12 3B 2534 44,924

13 26 2172 97,086

14 242 1615 48,11

15 183 1,289 100,000

Exfraction Mathad: Principal Companant Analysis

The “Total Variance Explained” table is important and shows how many
significant factors are formed from the expressions included in the analysis.
In the table, all factors are arranged in descending order according to the most
explained variance.

The “Initial Eigenvalues” column shows that all the expressions included
in the research are gathered under 15 factors and the variance of each factor. In
the “Extraction Sums of Squared Loadings™ and “The Rotation Sums of Squared
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Loadings” columns, factors with eigenvalues less than 1 are not displayed. As
previously mentioned, the value “1” was selected in the “Eigenvalues greater
than” box on the “Extraction” screen while performing factor analysis. Therefore,
factors with eigenvalues less than 1 are not seen in these columns.

The “Extraction Sums of Squared Loadings” and “Initial Eigenvalues”
columns show the eigenvalues and variances before rotation, while the “Rotation
Sums of Squared Loadings” column shows the eigenvalues and variance after
rotation.

In our study, we make all our comments according to the values in the
“Rotation Sums of Squared Loadings” column. Here, the eigenvalues should
be considered; in other words, the factors whose Eigenvalues are greater than 1.
When the region shown in the dashed rectangle is examined (Table 3.3), all the
statements in the study are gathered under three (3) factors. The eigenvalue of
the first (1) factor is 3.709 and the variance explained is 24.725%, the eigenvalue
of the second factor is 2.907 and the variance explained is 19.380%, and the
eigenvalue of the third factor is 2.583 and the variance explained is 17.221%.

The total explained variance is 61.326%. The total explained variance must be
50% or more.

Scree Plot

L_Three factors are sufficient.

Eigenvalue

Breaking point

e

o=

Component Numbar

Figure 3.9. “Scree Plot”
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The Scree Plot test is used to determine how many factors occur in factor
analysis. It works based on the logic that factors with an eigenvalue over 1 are
preserved, which is Kaiser’s basic criterion [24]. As can be seen, the Scree Plot
consists of eigenvalues and factors. The Scree Plot test gives reliable results on
data with at least 200 samples.

The Scree Plot (Figure 3.9) shows how many factors the expressions
included in the study are gathered under. It is a graphical representation of the
data shown in the previous “Total Variance Explained” table (Table 3.3). The
“Component Number” indicates how many factors the expressions are gathered
in (15 factors). However, the eigenvalues of all these factors are not greater than
1. Factors below the breakpoint (eigenvalue=1) should be excluded from the
analysis. Three factors above the breaking point provide sufficient qualifications.
If you recall, in the previous “Total Variance Explained” table (Table 3.3), we
determined that the expressions in the study were gathered under 3 factors. The
validity of these factors was confirmed by the Scree Plot chart.

Table 3.4. “Component Matrix” Table

Component Matrix®
Component
1 2 3
CharLe3 g72 =313
CharLas 763
JobSats 710
CharLe6 GaB -,304
JohSatd 678 366
JohSsat2 69 -,338 378
CharLed 68 =34
CharLa1 Nilit] - 362
CharLe2 A58 -348
TransLe2 638 530
JohSsat1 13 -,308 A495
JohSat3 578 =37 310
TransLed 545 S
TransLe3 408 56T
TransLe1 LT G611
Extraction Method: Principal Component

Analysis.

Component Matrix: The Factor Matrix table shows the factor loads before
the rotation and we do not have any operations with this table at this stage.
The important thing is the “Rotated Component Matrix” table, which shows
the factors after rotation. We make our comments according to this “Rotated
Component Matrix” table.
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Table 3.5. “Rotated Component Matrix” Table
Rotated Component Matrix®

Compaonent

1 2 3
CharlLe3 764
CharlLe1 748
CharLed 722
CharlLe2 J21
CharlLe6 703
CharLe5 666 31— 7?
JobSatt ,826
JobSat2 790
JobSat4 706
JohSat3 683
JobSats 464 Ad98€—7?
TransLe2 787
TransLe1 749
TransLed 732
TransLe3 J14
Extraction Method: Principal Component
Analysis.

When interpreting factors, it is necessary to control factor loadings to
determine the strength of relationships. The signs of the loads indicate the
direction of the correlation and do not affect the interpretation of the magnitude
of the factor loading or the expressions to be preserved [25]. The square of the
factor load of an expression indicates the extent to which the expression explains
the factor (variance). For example, the expression CharismaticLeader3 explains
58.3% ((0.7642)*= 0.583) of the variance of the charismatic leadership factor.

As can be seen, there are no factor loads of 0.30 and below in the “Rotated
Component Matrix” table, which facilitates interpretation. If you recall,
we assigned this by typing 0.30 into the “Absolute value below” box on the
“Options” screen. If this had not been done, factor loads would be seen in places
that are now empty and interpretation would have been difficult due to the
presence of many numbers. It is worth remembering here that the loads of all the
factors in the blanks are values of 0.30 or below, and it is therefore not necessary
to take them into account.



VALIDITY AND RELIABILITY 4 4 45

Researchers can use one of two approaches when deciding which
expressions to delete: (1) deletion of expressions below a certain threshold by
examining their factor loadings and (2) cross-loading of expressions.

(1) Factor Loading: A general rule of thumb used to determine factor
reliability is to examine the relationship between factor loading and sample
size. In other words, the larger the sample size, the more a factor is allowed to
have a low factor loading and it is not excluded from the research [26]. Also,
as a rule of thumb, at a significance level of 0.01, a factor load after rotation for
sample sizes of at least 300 must be at least 0.32 to be considered statistically
significant [11]. A factor load of 0.32 indicates that it explains about 10% of
the overlapping variance. However, the threshold value of the factor load can
also be determined by the researcher. For example, if the researcher wants
the factor to consist of strong expressions, they can set the threshold value as
0.5. However, it would be an appropriate approach for the researchers not to
prefer a factor load below 0.32 as a threshold value. In our factor analysis, the
expression with the lowest factor load is JobSat5 (.498). This expression can be
removed from the analysis. However, the decision to exclude the expression of
satisfaction5 from the analysis should not be made immediately. Exclusion from
the analysis should firstly be made according to the cross-loading condition, and
factor loadings should be checked after the cross-loading problem is solved.

(2) Cross-Loading: Cross-loading occurs when an expression is loaded
on two or more factors. In general, researchers expect the factor loadings of the
expressions to be gathered under the relevant factor in the “Rotated Component
Matrix” table. In our analysis, we expect to find t 6 statements of the charismatic
leadership in the factor related to charismatic leadership (column 1), 5 statements
related to job satisfaction in the factor of job satisfaction (column 2) and 4
statements related to transactional leadership in the factor related to transactional
leadership (column 3). However, the CharLe5 and JobSat5 statements are cross-
loaded. Therefore, these statements should be removed from the analysis in
order, and factor analysis should be performed again after each removal. Before
this removal process, it is also useful to mention the following. Depending on
the design of the study, an expression that is cross-loaded may be retained or
omitted, assuming the latent nature of the variable. If the decision is made not to
remove the statement, the researchers should explain this situation theoretically
in their study.

Returning to our analysis, we found that two expressions were cross-loaded
(JobSat5 and CharLe5). Firstly, the process of extracting expressions should be
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performed one-by-one, and factor analysis should be performed again after each
expression is removed. To decide which expression should be subtracted first,
the difference between the cross-loading is examined and the expression with
the closest value is subtracted first. The cross-loadings of JobSat5 are 0.464 and
0.498, while those of CharLe5 are 0.666 and 0.321. The differences between
the cross-loadings are 0.034 (0.498-0.464= 0.034) for JobSat5 and 0.345
(0.666-0.321=0.345) for CharLe5. For this reason, we first remove the JobSat5
expression from the analysis and perform the factor analysis again.

When the processes described above for factor analysis are repeated
(with JobSat5 excluded from the factor analysis), the following tables will be
displayed.

Table 3.6. “KMO and Bartlett’s Test” Table

KMO and Bartlett's Test
Kaiser-Meyer-Clkin Measure of Sampling Adequacy. 862
Bartlett's Test of Approx. Chi-Square 965 459
Sphericity df g1
Sig. 000

The KMO value is greater than 0.70 and the Significant value indicating
its suitability for factor analysis is significant (p <0.05), indicating that we can
continue with the factor analysis.

Table 3.7. “Total Variance Explained” Table

Total Variance Explamed

4 Inial Exgenvalues Exiraciion Sums of Squared Loadings Ratation Sums of Squared Loadings
Component Tatal % afvarance | Cumulatve % Tatal % ol Variance | Cumulative % Total % of vaniance | Cumulative %
1 5827 41623 41,623 5827 1,623 41623 3,532 25,220 35229
F 1,615 11533 53157 1815 11,533 53157 2850 18.928 44155
3 1,284 21m 62337 1,284 2171 82327 2544 18973 62,327
4 TE1 5,582 67,909

L 7o, 5011 291
i i 72 (- B b+ i Ay i ik B

574 4,089 81,959

B 49 3548 85506 T

L] 438 W 88 637 -

i o oot oo The colump to

1 382 3,728 44,416 be lntelpreted.

12 28 731 96,758

13 243 1,737 f3404

14 211 1,506 100,000

Extraction Mathod: Principal Componant Analysis

As a result of the second-factor analysis performed after removing the
JobSat5 expression, it is seen that all expressions are still gathered under 3
factors. However, the variances explained by the factors have changed compared
to the previous analysis. As a result of the second analysis, the eigenvalue of the
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first (1) factor is 3.532 and the variance explained is 25.229%, the eigenvalue
of the second factor is 2.650 and the variance explained is 18.926%, and the
eigenvalue of the third factor is 2.544 and the variance explained is 18.173%.
The total explained variance is 62.327%. It is important to remember that the
total explained variance should be 50% or more.

Table 3.8. “Rotated Component Matrix” Table
Rotated Component Matrix®

Component
1 2 3
CharLe3 TBE6
CharlLe1 753
CharLe4 724
CharlLe2 724
CharLe6 704
CharLe5 669 12— 7
JobhSat1 828
JobSat2 804
JobhSat4 702
JobhSat3 G676
TransLe2 789
TransLe1 7580
TransLed 733
TranslLe3 715

Extraction Method: Principal Component
Analysis.

Faotation Method: Varimax with Kaiser
Mormalization.

a. Rotation converged in 5 iterations.

When the factor analysis is performed again, it is seen that the expression
Charismatic_leader5 is still cross-loaded. Although this statement seems to be
problematic, it would be appropriate not to exclude this statement from the
analysis because the high factor load (0.669) is gathered under the right factor
and the value between two-factor loads is greater than 0.1 (0.669 - 0.321 =
0.348).
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Table 3.9. “Component Transformation Matrix” Table

Component Transformation Matrix

Component 1 2 3

1 701 A3 A73
2 -227 - 462 JBET
3 - 676 qoa 203
Extraction Method: Principal Component
Analysis.

Rotation Method: Varimax with Kaiser
Maormalization.

Our last table is the “Component Transformation Matrix” table. The values
in this table are used to determine whether the rotation technique is appropriate. If
you are not familiar with Field’s [12] factor analysis techniques, the “Component
Transformation Matrix” can be ignored when interpreting Orthogonal (Varimax,
Quartimax, and Equamax) rotation methods.
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REPORTING FINDINGS

Exploratory factor analysis was performed on the data using the Varimax
technique, one of the principal component analysis vertical rotation techniques.
As a result of the analysis, the Kaiser Meyer Olkin (KMO) test result (0.862)
indicates that the sample size is sufficient, while the Bartlett sphericity test result
being significant (X? (91) = 1057.504, p<0.001) shows that the correlational
relationship between the expressions is suitable for factor analysis (For readers:
The number 91 is the df value in the KMO and Bartletts Test table, 1057.504
is the Approx. Chi-Square value in the same table, and 862 is the KMO value).

In the first factor analysis, one of the job satisfaction expressions was
excluded from the analysis and was not included in the study because the factor
load was low and had a tendency to cross-load. As a result of the second EFA
analysis, taking into account the variances explained by the factors, it was
ensured that those with an eigenvalue greater than 1 were formed a factor, and
thus, the three-factor structure was deemed to be appropriate. In this context, the
first factor explains 25.229% of the total variance, the second factor explains
18.926%, and the third factor explains 18.173%. The total explained variance is
62.327% and the factor loads of the items are 0.669 and above. The results are
presented in Table 3.10.
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Table 3.10. Factor Analysis Results

Factor Loadings

Factors and Statements
1 2 3

Charismatic Leader

Charismatic Leader3 766

Charismatic Leaderl 153

Charismatic Leader4 724

Charismatic Leader6 704

Charismatic Leader5 .669

Job Satisfaction

Job Satisfaction] .828

Job Satisfaction2 .804

Job Satisfaction4 .702

Job Satisfaction3 .676
Transactional Leader

Transactional Leader2 789
Transactional Leaderl 750
Transactional Leader4 733
Transactional Leader3 715

Eigenvalues 3.532 2.650 2.544

% Variance 25.229 18.926 18.173

% Total Variance 62.327
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CONFIRMATORY FACTOR ANALYSIS AND AMOS

In confirmatory factor analysis, it is possible to test a previously determined
model or hypothesis about the relationship between variables [27,28]. In terms
of the operations performed, exploratory factor analysis is a method that is
largely used to test the construct validity of newly-created scales and aims to
reach fewer unobserved factors based on the observed variables in the scale.
Confirmatory factor analysis, on the other hand, is performed to test whether
scales that have been previously discovered and gathered under fewer factors
are similar in the sample in which the research was conducted. In this context,
it can be said that four different models can be tested in confirmatory factor
analysis [29,30]. These models are called the single-factor model, first-level
multifactor model, second-level multifactor model, and unrelated model.

Single Factor Model

This is a model in which all observable variables are gathered under a
single factor. An example model is shown in Figure 3.11. The essence of the
model is that all observable variables are gathered under a larger and more
inclusive upper variable. An example of this is the collection of all observed
variables under a single factor in a six-item self-efficacy scale

y1

y2

y3 Self-efficacy

y4 1

'5)

PEPTT

Figure 3.11. Single Factor Model



52 ¢ ¢ REGRESSION, MEDIATION/MODERATION, AND STRUCTURAL EQUATION . . .

First-Level Multi-Factor Model

This is a model in which more than one observed variable is collected
under a single factor that is independent of each other but related. An example
model is presented in Figure 3.12. The basis of the model is that the observable
variables are collected under more than one independent dimension. It could be
that this type of model is determined completely theoretically by the researcher
and tested with confirmatory factor analysis, or it could be a model obtained
as a result of exploratory factor analysis. An example is the transformational
leadership scale presented in Figure 3.12. The scale has four sub-dimensions:
idealized influence, inspirational motivation, intellectual stimulation, and
individual consideration. As an example, each dimension is shown here with
only three items. In this example, the researcher performs confirmatory factor
analysis on twelve items. If the goodness-of-fit indices are within acceptable
limits, as will be shown in the next chapter, the first-order multi-factor model is
validated.

Figure 3.12. First-Level Multi-Factor Model
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Second Level Multi-Factor Model

This can be defined as a model in which the observed variables are gathered
under more than one unrelated factor, and these factors are then gathered under a
larger and more inclusive factor. In Figure 3.13, the transformational leadership
scale is shown as an example. The basis of the model is that the observable
variables are gathered under four independent sub-dimensions, and these factors
then come together under the transformative leadership variable, which is a
more inclusive factor.

When the example in Figure 3.13 is examined, the question “Where is
transformational leadership?” comes to mind. Although latent sub-dimensions
are seen in the first-level multi-factor model, the variable that is the main research
topic does not appear. Here, the model in which transformational leadership is

included in the model as a single overarching latent variable is the second-level
multi-factor model.
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Figure 3.13. Second Level Multi-Factor Transformational Leadership Model

While some scales are first-level multifactorial due to their structure,
some scales can be second-level multifactorial. For this reason, when
applying confirmatory factor analysis, second-level multi-factor models of
multidimensional scales should also be tested. Some scales can be used as both
multi-factor and single-factor scales. Researchers should make this decision
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according to the model and hypotheses in their study. For example, positive
psychological capital, which is a current issue, can be used as both a first-level
multi-factor with four factors and as a second-level multi-factor with a single
inclusive dimension. At this point, the important factor is that the researcher’s
purpose and the data set are compatible with the structure being used.

Unrelated Model

The last model is the unrelated model, which can be defined as the model
in which the observed variables are gathered under more than one unrelated
factor. The unrelated model of the transformational leadership scale, which is

given as an example of a first-level multi-factor model, is presented in Figure
3.14.
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Figure 3.14. Unrelated Model

The process in confirmatory factor analysis involves testing different
models and identifying which model is the most suitable. Particularly in multi-
factor scales, it is necessary to test different models and decide which model is
the most suitable by examining the goodness of fit and indices values. In this
regard, the important factors are that the structure of the scale can be defended
theoretically and that the structure to be used in accordance with the purpose

(multi-dimensional or one-dimensional) can be demonstrated to be compatible
with the data set.
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CONFIRMATORY FACTOR ANALYSIS WITH AMOS

When performing confirmatory factor analysis with AMOS, the model of
the scale is firstly drawn based on the theory and previous research findings.
DataSeti-dfa.sav will be used for this sample application. The Self-Efficacy
Scale in the sample data set has a two-dimensional structure comprised of job
begin and job continue. The scale has been used in two dimensions in many
previous studies. The Job begin sub-dimension consists of items 3-4-5-6-8 and
the Job continue sub-dimension consists of items 1-2-7. Since this is the first
time, the process of drawing a model with AMOS will be explained step by step,
and then confirmatory factor analysis will be performed. The following AMOS
applications in the book will continue with the drawn version of the model.

Before drawing a model with AMOS, particularly in complex models,
drawing the model manually on paper and then editing it on AMOS makes
the process much easier. To draw a model with AMOS, first click on “AMOS
Graphics” and open the AMOS program (Figure 3.15).

B i5m spss statistics

ﬁl‘ Amos 21 License Authorization Wi..

Amod Graphecs

File Mu.'l.ugq_'r

IBRA SPSS Statistics 25

1BM 555 Statestics 25 Commuter L.
BB S5P55 Statistics 25 License Aut...
Language

Program Ecitor

Seed Mana T

Tt Output

Figure 3.15. Running AMOS Program
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Figure 3.16 shows the initial screen that opens. As can be seen in the
figure, when the program starts, a blank worksheet will be displayed. The first
thing to do here is to draw a model that we have built in our research, or better,
a sketch on a piece of paper, step by step, on AMOS. In our example, there
are two latent dimensions (Job begin and Job continue). There are five items
for Job begin and three for Job continue on the scale. In the AMOS program,
latent variables are symbolized by ellipses and observed items by rectangles.
Therefore, the first task is to draw two ellipses and eight rectangles. In order to
draw these shapes, the shape to be drawn is first selected with the left mouse
button, and then the blank worksheet is clicked. This draws that figure on the
page. Practicing this several times will allow users to increase the visuality of
the drawn models.
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Figure 3.16. AMOS Opening Screen
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Figure 3.18. Process of Drawing an Unobservable (Latent) Variable

The first unobservable (Latent) variable, “ Job begin “, is selected by
touching the ellipse icon, as shown in Figure 3.17, and it is drawn on the blank
worksheet until it reaches the desired size by holding down the left mouse
button, as shown in Figure 3.18. The same process is also repeated for the
second unobservable (latent) variable “Job continue”. Subsequently, five and
three observed variables of these variables are respectively drawn by selecting
the rectangle icon. Thus, Figure 3.19 is formed.
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; Drawing for the Job
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Figure 3.19. Process of Drawing the Unobservable (Latent) and Observed Variables

Subsequently, a path is drawn for each of the observed variables from
the first and second dimensions, respectively. According to the main logic of
AMOS, one of the paths should be selected as the priority path. It could be any
of the paths. As seen in Figure 3.20, the first path is selected as the priority path
(the value 1 is seen on them). Although the model may seem highly complex
when the paths are first drawn, a much smoother shape will be obtained when
the “Touch” icon is selected and the unobservable variables are left-clicked.
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Figure 3.20. Drawn Model with Regression Paths

In addition, to assign a value of 1 to the first path, it is necessary to double-
click on the path. Thus, the “Object Properties” screen shown in Figure 3.21 will
be opened and the desired information can be entered on the information screen.
Here, information such as the name of the object, parameter values, size, color,
and format can be edited via the drop-down box. These revisions can be made
for all objects in the model. In particular, it is necessary to use this function to
assign names to objects.
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Figure 3.21. “Object Properties” Menu

To continue drawing the model, an error term should be added to all
observed and unobserved variables on which regression is applied, and the paths
from the error terms to the variables must be drawn and the value “1” must be
assigned to them. Drawing and assigning values to them can be performed as
previously described. Note that the direction of the arrows will be from the error
term to the variable. Drawing the error terms and arrows one-by-one is a long
and difficult task. However, an error term can be automatically added to each
observed variable instead by selecting the “Add error” term button. This will
result in the model displayed in Figure 3.22.
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Figure 3.22. Adding Error Terms
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The model created is visually quite complex. Certainly, there are ways in
which such models can be drawn in a more aesthetic and visually simple manner.
It will firstly show the long and arduous path, and then the short and much more
visually correct model drawing will also be shown. However, to understand the
functions of the different buttons, a long way model is drawn first.

The next step in the process is to name the variables and assign the
observed variables in the data set to the relevant places. In the figure, two sub-
dimensions are latent variables and the error terms are also latent variables.
Therefore, they can be given any name. Although objects can be named one-by-
one, this process can be quite time consuming. Instead, the “Name Unobserved
Variables” command under the “Plugins” menu is run. Thus, as can be seen in
Figure 3.23, all unobservable variables are assigned names automatically. As
can be seen, the program gives sequential names starting with “e” to the error
terms, and names starting with “F” to the sub-dimensions.
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Figure 3.23. Naming Error Terms

The last step at this stage is to assign variables from the data set to the
observed variables. In this process, the relevant data file is firstly opened by
selecting the “File Name” tab in the “Data Files” command under the “File”
menu. For the purposes of this study, a data file named VeriSeti-dfa will be
opened. The actions to be taken are shown in Figure 3.24.
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Figure 3.24. Opening the Data Set

After the data set is opened, the variables in the data set can be listed by
clicking the “List Variables in Data Set” button, as shown in Figure 3.25.
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Figure 3.25. List Variables in Dataset Command Screen

It should be remembered that the Self-Efficacy Scale, on which confirmatory

factor analysis is performed in this model,

has a two-dimensional structure

comprised of Job begin and Job continue. In the currently drawn model, these
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are shown as two separate factors, F1 and F2. The Job begin sub-dimension
consists of items 3-4-5-6-8 and the Job continue sub-dimension consists of items
1-2-7. The mentioned items are moved from the drop-down data setlist into the
related observed variable by left clicking with mouse. Thus, the model seen in
Figure 3.26 is created. In the model, the variables F1 and F2 were double left
clicked, and their names were changed. In AMOS, Turkish characters, special
signs or spaces should not be used when naming objects, variables, and even
files and data in some versions
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Figure 3.26. Data Assigned Complete Model

The model drawing process described thus far involves the use of different
buttons, which takes a little longer and creates a visually more irregular
appearance. However, the model creation process can be performed much faster,
easier, and more visually. For this purpose, first of all, a blank page is opened
by selecting the “New” command under the “File” menu. In the model we will
draw, there are two latent sub-variables, one with five observed variables and
the other with three observed variables. The main button used for quick and easy
model drawing is the “Display” *¥* button. By selecting this button, by left
clicking with the mouse on the blank page, a latent variable is created as seen
in Figure 3.27, and each time this latent variable is left clicked with the mouse,
the observed variable with an error term is added to the latent variable. After
repeating this process five times, a latent variable with five observed variables
is obtained that is visually very smooth. The same process is repeated slightly
below the first figure, creating another latent variable with three observed
variables.
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In the last stage, the observed variables are moved to the desired location
with the “Rotate” (_* button, and the model shown in Figure 3.28 is formed. As
can be seen, in the model, both the numbers 1 on the error terms regressions and
observed variable are automatically assigned to the model.
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Figure 3.27. Using Add an Indicator Button
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Figure 3.28. Model Formed Using Add an Indicator and Rotate Button

After this stage, by selecting the “Name Unobserved Variables” command
from the Plugins menu as previously explained, the latent variables are
automatically named, the sub-dimensions are renamed, and the data file is
opened and the variables in the data file are moved over the observed variables



64 ¢ ¢ REGRESSION, MEDIATION/MODERATION, AND STRUCTURAL EQUATION . . .

one-by-one, as described above. Finally, the model ready to be analyzed shown
in Figure 3.29 is obtained by drawing the “Covariance”, which is a double-sided
arrow, between the two sub-dimensions.
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Figure 3.29. Drawn Model Ready for Analysis

Before performing the analysis, the first action that must be taken is to save
the model by clicking the “Save” button that looks like a floppy disk, and then
select the “Analysis Properties” option under the “View” menu and select the
Minimization History, Standardized estimates and Modification indices options
from the “Output” tab. This tab is shown in Figure 3.30.
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Figure 3.30. Analysis Properties Tab
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Click on the “Calculate estimates” HIH]] button to start testing the model.
Afterward, the test results can be accessed by clicking on the “View text” button.

These findings will be briefly explained step-by-step below.
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Figure 3.31. AMOS Output Screen

The results of testing the model are presented in Figure 3.31. When the
results are opened, the “Notes for Model” tab will be displayed. As seen in the
results here, the Chi-square value of the model is 49.335, while the degrees
of freedom is found to be 19. For the model to be accepted, the significance
level is expected to be statistically not significant. However, since this value is
significant in many models, this time the value obtained by dividing the Chi-
square value by the degrees of freedom is checked in order for the model to be
accepted. If this value is less than 3 for good fit and less than 5 for acceptable fit,
the overall fit of the model is accepted. These fit indices values are expressed in
different ways in different sources. However, sources such as Meydan and Sesen
[27], Tabachnick and Fidell [31], Schumaker and Lomax [32], and Simsek [33]
could be accepted as references for acceptable indices values. Here, the most
commonly-used model goodness-of-fit indices values reported in research will
be briefly explained and their acceptable limits will be shared.
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Structural equation model tests provide evaluation criteria, or fit indices,
of the extent to which the model being tested is suitable for the data collected
for that model [27,34]. The compatibility or incompatibility of a model with the
data is determined by evaluating the various fit indices revealed as a result of
the test. Although the package programs used in SEM calculate some similar
goodness-of-fit indices, they also consider different indices. Since this book is
purely focused on the AMOS program, some of the important fit indices that
will be encountered in AMOS will be explained.

Chi-Square Goodness of Fit: It is the most widely-used statistic to test
the overall model fit and can be considered as an initial fit index in a sense. The
result of the chi-square test is the test of the fit between the data and the model.
In this context, the Chi-Square test tests the hypothesis of whether the developed
model and the model that emerges in the covariance structure of the observed
variables are different. Provided that the estimated Chi-square statistical value
is small, it is decided that the fit is good. In addition, since this is a difference
value, if the value is significant, it means that the two models differ significantly
from each other. Therefore, the insignificance of the chi-square value indicates
the fit of the model.

Degrees of freedom: It is important in the chi-square test. The chi-square
value can be significant in most model tests. For this reason, for the significance
of the model, the ratio of the chi-square to the degrees of freedom (SD) is
considered rather than whether the chi-square alone is significant. In this case,
the chi-square/SD ratio being less than 5 shows that the overall fit of the model
is acceptable, even if the chi-square is significant. In our example, Chi-square/
SD was found to be 49.335/19=2.59. In this case, although the chi-square was
found to be significant, it can be said that the general fit of the model is sufficient.

The “Model Fit” tab is selected on the AMOS Output screen to view other
model goodness-of-fit indices. In this case, the values shown in Figure 3.32 are
obtained.
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Figure 3.32. “Model Fit” Tab Outputs

Root Mean Square Residual, RMR: The residual-based fit index,
RMR, is defined as the square root of the arithmetic mean of the squares of the
differences between the obtained and included correlations. Its values can range
between 0 and 1, and it is accepted that the fit of the model increases as the value
approaches zero. An RMR of less than 0.08 indicates that the model is within
acceptable limits. In this case, the RMR value obtained in the model we tested
is 0.026, indicating a strong fit.

Goodness of Fit Index-GFI: GFI, one of the absolute fit indices, is a
measure of the relative amount of variance and covariance that can be explained
by the model. It has a value between 0 and 1, and values above 0.85 are considered
acceptable. In the model we tested, the GFI was 0.95, which indicates a good fit.

Adjustment Goodness of Fit Index-AGFI: It is based on a correction to
the figure showing the degrees of freedom in a less constrained model by freeing
more parameters [33]. It is the GFI value that takes into account the sample size
and has a value between 0 and 1, where 0.90 and above is considered a good fit.
In our test model, the AGFI was found to be 0.906, indicating a good fit.

Normed Fit Index, NFI: NFI, one of the comparative fit indices, is
calculated by dividing the chi-square value of the tested model by the chi-square
value of the independent model [35]. The index takes a value between 0 and 1
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and can give unreliable results in small sample values. Values above 0.90 in the
index are considered acceptable. In our model, the NFI has a value of 0.910,
which is within acceptable limits.

Incremental Fit Index, IFI: Another comparative fit index, IFI, was
introduced to find solutions to the problems created by the variability in NFI.
Index values of 0.90 and above indicate a good fit. In our test model, the IFI
value of 0.943 indicates a relatively good fit.

Comparative Fit Index, CFI: An index close to 1 indicates the goodness
of fit. Like other comparison indices, CFI is sensitive to sample size. A CFI
value of 0.95 and above indicates a good fit. The CFI value of 0.942 in our test
model indicates an acceptable fit.

Root Mean Square Error of Approximation, RMSEA: Its value ranges
from 0 to 1. Values close to zero (0) are required (minimum error between the
observed and produced matrices). Values up to 0.08 indicate acceptable fit. Index
values of 0.10 and above indicate poor fit. RMSEA, like other comparative fit
indices, is very sensitive to the number of samples. Hu and Bentler [36] found
that in small-sample models (sample size less than 250), RMSEA rejects a model
that should in fact be accepted. In the model we tested, the RMSEA was found
to be 0.086, indicating an acceptable fit.

There is no absolute consensus on which fit indices should be reported for
SEM models. This mostly depends on the purpose of the research. However, chi-
square, DF, and goodness fit index values are always given in each study, and
the results of one or two of the other indices are expressed in accordance with
the purpose [27]. The results of our test model are shown in Table 3.12. When
the obtained values are examined, it is seen that the index values of the model
are within acceptable limits. Therefore, the results of the first level confirmatory
factor analysis we tested show that the scale used has two dimensions, with 5
items in the first dimension and 3 items in the second dimension. This type of
presentation will suffice when providing test results for most models.

Table 3.12. Confirmatory Factor Analysis Results of the Self-Efficacy Scale

Model Ay sd  Ay?/sd RMSEA CFI GFI AGFI
First-level
multi-factor

49.335% 19 2.597 0.086 0.94 0.95 0.90

BMSEA= Root Mean Square Error of Approximation; CFI= Comparative Fit Index; GFI=
Goodness of Fit Index; AGFI= Adjusted of Goodness Fit Index, Df= Degree of freedom
- -

p=.05
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MODIFICATION OF THE MODEL

In structural equation modeling, after computing the fit indices, the next step
is to calculate the modification indices (MI), which give information about the
arrangement of the model. MI suggests modifications that should be made to
the model by evaluating the covariance between observed and latent variables.
These modifications are created based on error terms and represent the amount
of chi-square that was not originally predicted in the model but will be gained in
the model by making the corresponding revisions. In this context, modifications
include proposed new connections between observed or latent variables. The
suggested modifications for the model we tested are shown in Figure 3.33 by
selecting the “Modification Indices” tab in the output file.

In the data in Figure 3.33:

Column 1 indicates error terms that can be modified (covariated) in AMOS.

Column 2 shows the modification indices coefficients. These numbers
represent the change in CMIN/DF when two error terms covariate. Therefore,
researchers who want to bring the CMIN/DF value to the desired level should
first examine column 2 (Figure 3.33) and make the covariation between the
error terms with the highest value. One of the most important questions that
arises is what the minimum value of M.I should be. There is no recommended
lower threshold for the M.I value to be able to conduct the covariate process in
the extant literature. However, in line with the experience and knowledge of the
authors of this book, it is recommended not to covariate error terms with M.I
values below 15.000.

The values in the 3rd column express the change in CMIN/DF as a
percentage when two error terms covariate.
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Figure 3.33. Modification Indices

Care must be taken when making modifications because the modification
process could contradict the basic principles of SEM [27]. where every covariance
could distort the originally designed model. Therefore, every modification in the
model made to revise the fit indices must be based on a theoretical background.
Otherwise, associating the variables with each other just to correct the indices
may mean that a model is tested that will never exist. Particularly care should be
taken when making a revision if a modification suggested by MI causes a very
large decrease in the chi-square value of the model. The tested model in our
cases does not require any modifications. However, if such a modification were
to be made as an example, since covariating the error terms e2 and e6 would
give the highest revision, the modification would have to be made here first. One
such modification model is presented in Figure 3.34.
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Figure 3.34.

Modified Model

The fit indices after modification are also shown in Figure 3.35. As can
be seen from the figure, all values improved after modification. While the chi-
square/SD value decreased to 2.114, the other fit index values also increased.
However, a point to be noted here is that the covariation of e2 and e6 has moved
away from the original scale, the original structure has been distorted, and the
items ozyo6 and ozyo7 have become equal to each other. In other words, these

two items are reduced to a single item. The fact that both items are now under

different dimensions shows that such a modification would not be very accurate.
This modification, made to be purely exemplary, is not a highly preferred
situation in real applications. If a modification is to be made, covariation of two

items under the same dimension should be preferred.
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Figure 3.35. Fit Indices of the Modified Model

After the modifications have been made, the next step is to test the model
again. If appropriate fit indices are obtained as a result of the retest, the model
will be accepted. Otherwise, a modification could be made again if it is possible.
This process is repeated until it is not possible to make a new modification and
the model is accepted or rejected according to the resulting fit indices.
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RELIABILITY

Reliability of measurement tools is a necessary prerequisite for a healthy
interpretation of research results [40]. Therefore, researchers should ensure that
the measurement tool they are using is reliable. Reliability refers to the stability
of the measurement tool and its consistency over time [40]. In other words,
reliability is related to the fact that the measurement tool gives similar results
when applied at different times. Of course, it is unlikely that the measurement
tool will give the same results every time due to differences in the time of
application, as well as changes in the population and sample. However, a strong
positive correlation between the results of the measurement tool indicates the
reliability of the measurement tool.

Different methods for determining the reliability of measurement tools
are available for research in social sciences. These are fest-retest reliability,
alternative forms, split-halves, inter-rater reliability and internal consistency
tests. The most widely used in social sciences is the internal consistency test [40].

Internal consistency is related to the reliability of the items in the
measurement tool. It measures the consistency of the items in the measurement
tool and examines how well the measurement tool measures a particular behavior
or attribute. Internal consistency of the measurement tool can be determined
using item-total correlations, Kuder-Richardson-20 & 21, and Cronbach’s alpha.
However, the most widely-used method used to determine internal consistency
in social science research is to calculate the Cronbach’s alpha value [40].

The most popular method for testing internal consistency is the Cronbach’s
alpha internal consistency value, which was developed by and named after
Cronbach [37]. It has been generally accepted in the literature and still maintains
its validity. As the Cronbach’s alpha value, which takes a value between 0 and
1, approaches +1, the internal consistency of the measurement tool becomes
higher

The following formula is used to measure the Cronbach’s alpha value:

s

N-1 s?

N = Items in the measurement tool

2 . .
S ; = Variance of each item

2 . . .
S . = The sum of variance scores of each item in the measurement tool
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Although there are different interpretations in the literature regarding the
Cronbach’s alpha value, the generally accepted approach is presented in the
table below.

Table 3.13. Confidence Coefficients

Cronbach Alpha Value Interpretation of the Cronbach’s Alpha Value
o >09 The internal consistency of the scale is high,
0.7<0.<0.9 The scale has internal consistency,

0.6<0<0.7 The internal consistency of the scale is acceptable,
0.5<a<0.6 The internal consistency of the scale is weak,
a<0.5 The scale has no internal consistency.

If researchers calculate the Cronbach’s alpha value to be 0.95 or higher,
which indicates the internal consistency of the scale, they believe that the
measurement tool is very reliable. However, this is not the correct approach. The
fact that the reliability of the measurement tool has a very high value indicates
that some expressions in the measurement tool are the same as each other and
they do not have distinctive features [40]. In other words, it states that there
are more expressions in the measurement tool than there should be, and that
this behavior or quality could be measured with fewer expressions. When you
submit an article for publication in an SSCI/SCI indexed journal, it is likely that
the referees will criticize this issue. Likewise, a Cronbach’s alpha value between
0.6 and 0.7 may not be considered sufficient for SSCI/SCI indexed journals.
Therefore, a Cronbach’s alpha value of 0.7 and above indicates that the scale
has internal consistency.
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RELIABILITY ANALYSIS WITH SPSS

Previously, we conducted analysis to determine the validity of the scales. Now,
we will determine the reliability of the scales we are using by conducting a
reliability analysis of each scale that we have included in the research. To
perform the analysis, we first open the “Data-1.sav” file. You can access this file
at www.indataanalysis.com

We follow the steps below:

1. Analyze ---> Scale ----> Reliability Analysis...
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Figure 3.36. SPSS “Analyze” Screen

2. The items of the relevant variable are moved to the opened screen and
the “Statistics” button is clicked.
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Figure 3.37. “Reliability Analysis” Screen
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3. Analyses to be made are selected on the Statistics screen.
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Figure 3.38. “Statistics” Screen

Table 3.14. Case Process Summary Table
Scale: Job Satisfaction

Case Processing Summary
M %
Cases  Valid 156 100,0
Excluded® i 0
Total 156 100,0

a. Listwise delelion based on all variables in
the procedure.

Table 3.15. Reliability Value Table
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* It is the standardized Cronbach’s
alpha estimated on the basis of the
correlation. This value is used in
research.

* Standardized Cronbach’s alpha
estimated on the basis of
covariance

Total number ofitemsin the

scale

Table 3.16. Inter-Item Correlation Table

Shows the correlations of the

Reliability Statistics
Cronbach's
Alpha Based
on
Cronbach’ Standardizgd
Alpha [tems M oflterns
830 830 5 p—
Inter-Mem Correlation Matrix
Jobsan | JobSa2 | JobSatd | JobSald | JobSats
JobSatt 1,000 B53 358 S4g A55
JobSat2 6a3 1,000 ST 495 A0
JobSatd 98 7 1,000 A8 A56
JobSaM 54B 455 ABS 1,000 ABT
JobSats A55 A0 A56 a7 1,000

items with each other.

In our example it is seen that all
statements in the scales have a
positive correlation with each

other.

Table 3.17. Item Total Statistics Table

em-Todal Stafistics

Stak Cormacted Stuirsd Cranbachs : .

Ve | mmTon | Ml | Apaiem This  table shows the

MemDelsted | Comslaon | Comalaton changes in the Cronbach’s
JobSati 1380 1454 £10 g5t 783 alpha walue when each
WSl 13 L 8 5'5: T8 statement in the scale is
35 1355 15,950 58 i B8 :
ont - . . : ¢ deleted. The most important
: 15011 8 A 0 . )
bsat 1373 15562 565 K I column in the table is the

| "Cronbach’'s Alpha if
As mentioned above., the Cronbach’s Deleted" column.
alpha wvalue is 0.830. It is clear that

regardless of what expression we delete,

the Cronbach’s

increase.

alpha walue will not
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INTERPRETATION OF THE FINDINGS

Researchers prefer different methods in their research when calculating the
Cronbach’s alpha value. All of these approaches are correct. The choice of the
examples presented below is at the discretion of the researcher.

In the first approach, the researcher indicates the Cronbach’s alpha value
on the table. In this method, the researcher determines the Cronbach’s alpha
value of all the variables included in the research and presents them in a table in
the findings section.

Example 1:
Cronbach's alpha values showing the internal consistency of the variables
included in the study were estimated and presented in Table 3.18.

Table 3.18. Cronbach’s alpha values

Number of Cronbach’s Alpha Values
Items
Transactional Leadership 4 768
Charismatic Leadership 6 .868
Job Satisfaction 5 .830

Having examined Table 1.18, it is seen that the Cronbach’s alpha values
of variables are 0.70 and above, which is the acceptable limit. These values
indicate that the scales have internal consistency [40].

In the second approach, the researcher states the Cronbach’s alpha values
of the scales in parentheses in the table where the mean, standard deviation and
correlations are shown. The mean and standard deviation values are explained
in this analysis, and the correlation analysis will be explained in the following
sections.

Example 2:
Mean, Standard Deviation, Correlation and Cronbach’s Alpha values of
the variables included in the study are presented in Table 3.19.



VALIDITY AND RELIABILITY 4 ¢ 79

Table 3.19. Mean, Standard Deviation, Correlation and Cronbach’s Alpha Values

Variables Mean | Sd 1 2 3
1. Job Satisfaction 3.44 | 959 | (.830)
2. Transactional 3.33 | 773 | 417+ | (.768)
Leadership
3. Charismatic 3.33 | 1.128 | .501%* | 451%*| (.868)
Leadership

*p<0 10 **p<0.05 (N=156), Cronbach's alpha values showing the internal
consistency of the scale are presented in parentheses.
An examination of Table 3.19 reveals that the variables have a positive
correlation with each other and the Cronbach’s alpha values, which show the
internal consistency of the variables, are 0.768 and above.

Example 3:

In the third approach, the researcher states the Cronbach'’s alpha value
in the “scales” section, which is the subsection of the “Method” section of the
article.

Scales:

Transactional Leader: Extant literature on the transactional leadership
perceptions of employees was examined and the scale developed by Avolio
and Bass [38] was used. All statements of the scale were graded between 1
(“strongly disagree”) and 5 (“strongly agree”) in a 5-point Likert type. Sample
questions of the scale include “He/she sets an example for the employees with
his/her behaviors.”, “He/she deals with the personal and career development of
the employees and guides them.” and “Encourages employees to devise creative
ideas.” The Cronbach’s alpha value, which indicates the internal consistency of
the scale, was measured as 0.868.

Based on the example in the data set, the same format is applied for the
“Charismatic Leader” and “Job Satisfaction” scales. In the last sentence, the
Cronbach’s alpha values of the scale are stated as in transactional leadership
above.

NOTE: Researchers often use a combination of approaches 2 and 3.
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INCREASING RELIABILITY

The main reason for the reliability coefficient of the scales used in the research
being low is generally that the researcher used a scale in his/her research whose
validity and reliability had not previously been tested. In order to avoid this
problem, scales whose validity and reliability have been tested and used in
previous research should be preferred in planned studies.

Theliterature emphasizes thatthe scales developed and applied vary according
to the population and culture in which the research is conducted [40]. For this
reason, it is important that the scales developed in different cultures are adapted
to the local language and culture of the country where the research is conducted,
and their validity and reliability are tested [40]. Another mistake frequently made
by researchers is that a scale developed in another language is translated into the
local language and used in the research. This issue usually produces problems
such as low scale reliability and the inability to reach healthy results. However,
the population in which the research is conducted is also important. It would be
beneficial for the researchers to use previously employed scales whose validity
and reliability have been tested for the population in which they intend to conduct
the research. Generally, a scale developed for the manufacturing sector may not
yield the same results when applied to the service sector.

Various different methods can be applied when it is determined that the
measurement tool does not have sufficient reliability:

1. If the Cronbach’s alpha value is low, the best method is to increase
the number of samples. Increasing the sample size will probably increase the
Cronbach’s alpha value, which indicates the internal consistency of the scale.
However, it is not true that increasing the number of samples will excessively
increase the Cronbach’s alpha value.

2. One of the methods used to increase the reliability of the measurement
tool in scale development studies is to increase the number of items in the
measurement tool. As the number of statements increases, the Cronbach’s
alpha value of the scale will also increase. This is related to the formula used
to calculate the Cronbach’s alpha value. Therefore, researchers now present
the Cronbach’s Alpha value as well as the Composite reliability value in their
research.

3. Ifthe Cronbach’s alpha value is very low (0.40 and below), there are two
possible reasons. Firstly, it could mean that the majority of the participants in
the sample group answered without reading the statements in the measurement
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tool or gave random answers. In this case, the researcher should examine each
survey exclude those that have been completed in a certain systematic way. In
cases where the researcher does not personally administer the questionnaires
to the participants (such as when a questionnaire is administered by the human
resources manager or interviewers, or questionnaires are administered in
electronic environments, etc.), he/she will frequently encounter this problem.

The second possibility is that the scale used by the researcher is a formative
scale. Formative scales may have negative or zero correlations between
statements. Scale statements in formative measurement tools determine the
latent variable and show the causes of the latent variable, not its effects [39].
In this case, a very low Cronbach’s alpha value indicates that the measurement
tool actually works very well. As a result, researchers should know whether their
measurement tool in their research is ‘formative’ or ‘reflective’ and they should
use a scale appropriate to the research model and theoretical background.

4. One of the main reasons why the Cronbach’s alpha value is so low is
that the researchers do not have sufficient information about the measurement
tool. There may be reverse coded items in the scale. The researcher’s ignorance
of this will cause a low Cronbach’s alpha value. In this case, it is useful to
examine the correlations between the items of the scale in the research. It would
be more useful to explain this with an example: First, let’s open the “Data-2.
sav” file (You can find this file at www.indataanalysis.com) and follow the steps
below to perform a reliability analysis.

1. Analyze ---> Scale ----> Reliability Analysis...
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Figure 3.38. SPSS “Analyze” Screen
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2. All items of the relevant variable are moved to the “Items” section of the
screen that opens and the “Statistics” button is clicked.
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Figure 3.39. “Reliability Analysis” Screen

3. Necessary analyses are selected on the “Statistics” screen and the “OK”
button is pressed.
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Figure 3.40. “Statistics” Screen

Having examined the tables in the “Output” file of SPSS:
Table 3.20. Reliability Statistics Table
Reliability Statistics
Cronbach's
Alpha Basad
on

Cronbach's Standardized
Alpha ltems M of ltems

565 574 ]
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The Cronbach’s alpha value of the Charismatic Leadership scale was
measured as 0.565.
Table 3.21. Item Total Correlation Table

liem-Tolal Statistics

Scale s Comected Squared 5| Cronbach's

Scale Mean if Variance it 5|  Mem-Total Multiple 3| Alphaifitemn §

Item Deleted item Deletad 5|  Corralation Comelation E Delated ]

CharLe 16,0128 10,968 § 615 _.mi 355 |
CharLs2 15,9679 12,160 & 597 426 392 4
CharLe3 16,0064 11,2193 648 5543 5 350
CharLad 15,7500 12,3181 537 .444E ' 415 ]
- -

CharLas 15,8744 11,148 585 ATE S \-\.JIJ.:
CharLeé 16,5064 24,961 1 - 648 4358 LR

In the “Item-Total Statistics” table, the “Cronbach’s Alpha if Deleted”
column shows the researcher the Cronbach’s alpha value that will be obtained
by deleting each statement. When this column is examined, it is seen that the
Cronbach alpha value of the scale will increase from 0.565 to 0.849 by removing
the expression “CharLe6” from the analysis. However, it would be inappropriate
to decide to exclude the item “CharLe6” from the analysis. This is because when
we look at the column “Corrected Item-Total Correlation”, it is seen that the
correlation value of the expression “CharLe6” is negative (r = -0.648). Before
deleting this statement, the “Inter-Item Correlation Matrix” table should be
checked.

Table 3.22. Inter-Item Correlation Table

Inter-ttem Correlation Matrix

CharLe1l | CharLe2 | CharLe3 | CharLed4 | CharLe5 | Charle6
CharlLe1 1,000 570 617 440 488 -, 454
Charle2 570 1,000 515 AST 518 - 455
CharlLe3 B17 515 1,000 571 582 -,564
CharLed 440 AET 571 1,000 553 =545
CharLe5 488 519 582 553 1,000 -.542
sraremesees ““-,-55:1“ -““-.-E"-i:i“ “-“-.-5:3:1“ “-“-.-5:1!5“ ....._75.;.2.. ....il.l:.laa..,:

The “Inter-Item Correlation Matrix” table shows us the correlations
between the expressions in the scale. It is seen that the expression “CharLe6”
has a negative (-) correlation with all other expressions. This indicates that the
expression “CharLe6” is reverse coded compared to other expressions. It is
useful to give an example to facilitate the understanding of this subject:
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Let’s assume that there are 5 statements below in the scale developed to
determine charismatic leadership perception.

1. Takes a high degree of personal risk for the sake of the team. (+)
2. He/she creates a collective sense of duty. (+)

3. Makes significant personal sacrifices to achieve goals. (+)

4. Constantly seeks new opportunities to achieve goals. (+)

5. Excites team members with their ideas. (+)

6. Does not seek different ways of doing things. (-)

While most of these items express a positive situation, item 6 expresses a
negative situation. Therefore, it is natural for this expression to be negative in
the correlation analysis. This situation shows that the 6th statement is reverse
coded. The next step is to reverse-code this expression before conducting the
analysis.
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Reverse-coding process in SPSS:

We follow the procedures described below:

1. Transform ---> Recode into Different Variables...

E Drptas-2 50w [Datasetl] - IBM SPES Statetscs Data Edilor
Ele Edt Wew Dala Jranstorm Anahze DirectMarketng  Graphs Makes changes on the same

=y LD S B Compute vartable data and overwrites the old
_-—:- > E Programmability Transformation data. If a m]‘.StakE 1..5 mad& llt ]..5
—%9;(:” | B Countvalues witin Cases not possible to correct it.
erdar
z | MaSt §  SnRValues .
,! & Recode inta Same Variables... Creates different data.

3 Age
@mm—r: (8] Recode into Dierentvarianies — o Researchers new to  SPSS
bSatl | [] automatic Recode usage should choose this

method.

Figure 3.41. “Transform” Screen
Operations on the screen that opens:

t& Recode into Déferent Vanables Renﬂme the Expreﬁﬁi{}ﬂ kS

Murnenc YVariable -= Qutpul Varable Output "J%“
Charef -7 Hame:

o}

.| The relevant
expression is

& Jobsats
& Jobsals
& TransLet
& TransLe2?
& TransLe3d
& TransLed
& CharLe1
& CharLe2
& charLes
& CharLed
& CharLes
& C_Jobsat
& C_TransLe
& C_Charle

F... (epbonal case selechon conditicn)

(o) oo (pasat) (cancel) (e )

Figure 3.42. “Reverse Code” Screen

Actions to be taken on the screen:

The scale in our research is a 5-point Likert scale. Therefore, the actions
to be taken are the assignment of “1 instead of 57, 2 instead of 4”, “3 instead
of 3”, “4 instead of 27, and ““5 instead of 1”. On the screen below, it can be seen
that the operations in the first 4 stages have been made. In order to understand
the subject, the process to be applied in the last step is explained in Figure 3.43.
All steps are the same.
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Figure 3.43 shows how to assign “5 instead of 1”.

E3 Eecode inbo Different Wanabler 084 and New Values e
O -c'b@ Few Value
1

& Yahue @ vl 5 g New value
—— 01d Value || |0 eystern-missing

O Syaern-mitsing D Cogy old valus()

D) Syabeet- OF pie-misEing
O Rapge: :Jd Sl
; ‘]_ Changes could be
|
s

L &% 5.3 [ seenin this section.
.

>

D) Range, LOWEST through walué

) Range. walug thirowgh HIGHEST .
Outpul variafpes ans shings

D) AR gihar values [.a

(omnue ) | cancer || tew |

Figure 3.43. “Reverse Coding Operation” Screen

After performing all the operations, the new variable is seen on the 23rd
line of the “Variable” screen of SPSS.

19 CharlLe6 MNumeric 8 2

20 C_JobSat Humetfl:. ] 0 The variable

21 C_TransLe Mumeric 8 0 “NewCharle6”
____g_z_____ C_Charle E‘.U.Tf:l.c......?.........P.......... hasbeen added
E....z.:i..... .r!l.‘E'l“.ri.[i......EE.........%.........i_} to the 23rd row

24 as a new

N [ variable.

Data View  variable View
Figure 3.44. SPSS “Variable View” Screen

Inall subsequent operations we will perform, the expression “NewCharLe6”
should be used. In other words, the term “CharLe6” will no longer be used at any
stage of our analysis, and the term “NewCharLe6” will be used instead. If the
researcher is sure of the correctness of his/her actions, it would be appropriate to
delete the phrase “CharLe6” in order not to confuse it in future analyses.

After the reverse coding process, the results of the reanalysis are as follows:
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Table 3.22. Reliability Statistics Value
Reliability Statistics

Cronhach's
Alpha Based
an
Cronbach's Standardized
Alpha [tems M of terms
868 869 f

With the reverse coding of the 6th statement (NewCharLe6), the Cronbach’s
alpha value of our scale was measured as 0.868. If you remember, in our previous
analysis, if this expression was removed, the Cronbach’s alpha value of the scale
would have been measured as 0.849. Analyses should be interpreted well before
deciding to extract statements from the scale. “Inter-Item Correlation Matrix”
and “Item-Total Statistics” tables should be rechecked.

Table 3.23. Item Total Statistics Table
ltem-Total Statistics

Scale Corrected Squared Cronbach's

Scale Mean if Variance if ltem-Total Multiple Alpha if tem

[tem Deleted Item Deleted Correlation Correlation Deleted
CharlLe1 16,0128 10,968 615 AT4 355
CharlLe2 15,9679 12,160 5497 A28 3492
CharlLe3 16,0064 11,219 648 554 L350
CharlLed 15,7500 12,318 537 A44 415
CharLe5 15,4744 11,148 585 A75 372
Chare6 16,5064 24961 e L548 435 849,

When the “Cronbach’s Alpha if Deleted” column is examined in the
“Item-Total Statistics” table, it is seen that the Cronbach’s alpha value will not
exceed 0.868, irrespective of which expression is removed. In addition, when
the “Corrected Item-Total Correlation” column is checked, it is seen that all
expressions are positively (+) correlated. This indicates that our reliability
analysis was completed correctly.

A mistake that researchers frequently encounter and make is that they
directly omit some expressions in order to increase the Cronbach’s alpha value
by considering the “Cronbach’s Alpha if Deleted” column in the “Item-Total
Statistics” table. Omitting a statement is an important decision. Before doing
this, factor analysis should be performed and the reason for the omission of the
statement should be explained theoretically. It is not a correct approach to delete
expressions, particularly in scales with few expressions (3-4 expressions).
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CHAPTER 4

CORRELATION AND
REGRESSION ANALYSES

hile correlation analysis is performed to determine whether two

variables change together and to determine the strength of the

relationship between the variables, the purpose of regression
analysis is to express the effect of the independent variable on the dependent
variable as an equation [1].

For example, correlation analysis could be used to test whether an
employee with high job satisfaction also has high performance. In regression
analysis, the effect of job satisfaction on performance is determined. As a result
of the regression analysis, the extent to which an increase in job satisfaction
corresponds to an increase in performance can be estimated. In other words,
regression analysis estimates the value of the dependent variable based on the
current value of the independent variable, assuming that there is an average
mathematical relationship between two or more variables [1].

Correlation and regression analyses have three main purposes:

e To determine the direction/strength of the relationship between two
variables without inferring a cause and effect relationship.

e To test hypotheses about the cause and effect relationship.

e To determine the effect of a one-unit increase in the independent variable
on the dependent variable.

91



92 ¢ ¢ REGRESSION, MEDIATION/MODERATION, AND STRUCTURAL EQUATION . . .

Table 4.1. Differences in correlation and regression analyses

between two variables.

Correlation Analysis Regression Analysis

Content Correlation analysis is a |The statistical relationship
statistical ~ measure  that | between an independent
determines the direction and |variable and a dependent
strength  of the linear |variable is explained by
relationship  between two |regression analysis.
variables.

Purpose Determines a  statistical | Expresses the effect of the
value about the direction and | independent variable on the
strength of the relationship | dependent variable in the
between the variables. form of an equation.

Usage Shows the linear relationship | Estimates the independent

variable on the basis of the
dependent variable.

two variables move together.

Dependent and No difference between | Both variables are different.
Independent variables

Variables

Meaning of The correlation coefficient | The regression coefficient
Achieved Value shows the extent to which the | shows the effect of a unit

change in the independent
variable (x) on the
dependent variable (y).

Adapted from the study of Siiriicii and Maslake1 [1].

Correlation and regression analysis are interrelated in the sense that they
both deal with the relationships between variables. However, correlation and
regression analyses should not be interpreted as establishing a cause-effect
relationship. These analyses show how and the extent to which the variables are
related to each other. Any inference about the cause-effect relationship should
be based on the researcher’s decision according to the theoretical framework. If
you say “two variables are related to each other” you should perform correlation
analysis, whereas if you say “one affects the other”, you should perform
regression analysis.
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CORRELATION ANALYSIS

Correlation analysis is performed to determine the direction and strength of
the linear relationship between two variables [1]. The correlation coefficient
is denoted by “r” and has a value ranging from -1 to +1. As the correlation
value approaches +1, it shows a positive linear relationship. In other words, it
means that as the value of one variable increases, the value of the other variable
will also increase. As the correlation value approaches -1, it means that there
is a negative linear relationship; in other words, as the value of one variable
increases, the value of the other variable decreases. However, a correlation
value of “0” indicates that there is no linear relationship between the variables.
In short, correlation is a similar quantity trend and shows how much a certain
increase in one variable will increase the other variable [1].

The sign of the correlation coefficient indicates the direction of the
relationship (negative or positive), and the obtained value indicates the strength
of the relationship.

Forexample, acorrelation of r=0.8 indicates a high and positive relationship
between two variables, while a correlation of r = -0.3 indicates a very weak and
negative relationship between two variables. If r = 0, this indicates that there is
no linear relationship between the two variables.

The table below can be used to evaluate the correlation coefficient.

Table 4.2. Evaluation of the correlation coefficient

Strength of Correlation Coefficient

Very
Strong

0=<r=03|03<r=05]|05=<r=07|07<r=<09|09<r=1

Very weak Weak Moderate Strong

The figures below show three hypothetical scenarios where the independent
variable is plotted along the horizontal axis (X-axis) and the dependent variable
along the vertical axis (Y-axis).



94 ¢ ¢ REGRESSION, MEDIATION/MODERATION, AND STRUCTURAL EQUATION . . .

Positive Correlation Negative Correlation No Relationship
~ r &~
Y Y Y
*
. * . *
% * ¥ #
* % x ¥ . X
* ¥ * * * *
* *
X X X

Figure 4.1. Direction of Correlation

Calculation of the correlation coefficient is performed with the following
formula:

o Cov(x, y)
S xs

In the formula:
Cov (x, y) = the covariance of x and y.

2 2 .
§,ve S, =the variances of x and y

Pearson product-moment and Spearman rank-order Correlation analyses
are performed to determine the correlation value. The suitable analysis method
is determined by the distribution of the variables. Pearson correlation analysis
should be preferred if the variables are obtained with a ratio or interval scale
and conform to a normal distribution, and if it does not comply with normal
distribution (it is sufficient that just one variable does not show normal
distribution), Spearman correlation analysis should be preferred [1]. If the
variables are obtained with an ordinal scale, then Spearman correlation analysis
can be performed.
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CORRELATION ANALYSIS WITH SPSS

Research question: ‘Is there a relationship between leadership styles and job
satisfaction?’

If you remember, transactional and charismatic leadership styles are
identified as leadership styles in our research. Therefore, to answer the research
question, we first need to determine whether there is a relationship between
these two leadership styles and job satisfaction, and if a relationship exists, the
direction and strength of this relationship. Correlation analysis will be performed.

As mentioned in a previous chapter, we conducted analysis to determine
the normal distribution of the data. Since it was confirmed that the data have a
normal distribution, it is not necessary to perform an analysis to determine the
distribution of the data again. Since the data have a normal distribution, the
Pearson Product Moments Correlation Analysis will be performed. First of all,
we open the “Data-1.sav” file (You can access this file from the address www.
indataanalysis.com).

We follow the steps listed below:

1. Analyze ---> Correlate ----> Bivariate options are clicked.

Eibe Edt Yiew [Data Transborm  Analyze  Direct Marketing Graphs  (miies Addgns  Window |
Repoits
Dgscriptiog Statistics

F::J =N

Custem Tagles )
quﬂum Kanz Kanz Kanz Ki

Compare Means
General Linear ossl sellid makh makli makti m

ard kLi., kLi,. kli.. K

yel  um

Generalged Linear Wodels

b
b
b
L
b
b
b
b
b
}
b
b

1 2 1 4 s f I 5 4 4
= - e Migod Modoils i S

3 | 1] 4] 4 s ‘_® | K] Bvariate

- : 7 a4 Regression | B Pagtial

5 2l 1 2 3 Laglinear | [ pistances

6 i 1| s 4 :““"’:“W"‘E‘ | K3l canoniesl Comrelation

- = [ e tasa

Figure 4.2. SPSS “Analyze” Ekrani
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2. The items of the relevant variable are moved to the opened screen and
the “Options” button is clicked.

m Brariate Comelations

X
Yanables:
& LhafLel = 2 & C_Jobsat ‘£
& chanez & C_TransLe E Stile..
ﬁ g:*tei & C_CharLe =
arLe B e 4w g
& CharLes 'Y Dgili de_gi;kmlﬁ
& CharLet s&zg:ﬂ:.r ve bu ekrana
& C_lobSat
& C_Transle =
& C_Charle -
It_' ﬂlg d.;la have a ﬂormgl Carrelation Coeflicients If the data do not have a
distnbution, Pearson is——f Pearson [ ] Kendails tau-b [ | Spearmand——— normal distribution,
selactad. Spearman iz selected.
Test of Significanca = .
. i It iz zzleted to detzrmine whether the
Two-tailed is selected. =@ Twoailed ) One-tailed+—— celai e

 Flag significant correlaions

Figure 4.3. “Bivariate Correlations” Screen

3. “Exclude cases pairwise” and “Means and standard deviations” are
selected from the “Options” menu.

%3 Bivariate Correlations: Options X

Shows the mean and

Statistics standard deviations.

r i P i _._._.___._-—-—""
WliMeans and standard deviations

| Cross-product deviations and covariances —»

Shows cross - product
deviation tables and

covariances.
Missing Values

__— If vou have missing data, that
© Exclude cases pairwise © data are not included in the
© Exclude cases listwise analysis.

Only in the relevant analysis
[gonllnue] [ Cancel H Help ] the missing data are not

included in the analysis.

Figure 4.4. “Options” Screen
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Having examined the below tables in the “Output” file of SPSS in detail:
Table 4.3. SPSS Output

Descriptive Statistics
Mean Std. Deviation M

C_JobSat 3,44 959 156

C_TransLe 3,83 773 156

C_CharlLe 3,33 1128 156

,l, l Sample
M Standard Size
ieans Deviations
Table 4.4. Correlation Table
Correlations
C_JobSat | C_TransLe | C_CharLe

C_JobSat  Pearson Cormelation 1 M7 591

Sig. (2-tailed) 000 000

H 156 156 156 Correlation  coefficient
C_TransLe  Pearson Comelation | 417 f 1 L] > between transactional

Sig. (ailed) [T H.....000. 000 leadership  and  job

M 156 156 156 satisfacti on
C_CharLe  Pearson Comelation] T 451 1

Sig. (2-tailed) !"'"n*a'"f noo Correlation coefficient

T 156 156 156 between charismatic
~ Correlation is significant atthe §.01 level (2-tailed). leadership and job

7 satisfaction

Shows that there is a relationship between
twovariables at a significance level of 0.01.
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INTERPRETATION OF RESEARCH FINDINGS

Although researchers prefer different methods when specifying the correlation
values in their studies, the most preferred approach is to show the mean, standard
deviation and correlations between variables in a single table.

Example:

The mean, standard deviation, and correlation values of the variables
included in the study are presented in Table 4.5.

Table 4.5. Mean, Standard Deviation and Correlation

Variables Mean | Sd 1 2 3
1. Jab satisfaction 3.44 | 959 1

2.Transactional Leadership | 3.83 | .773 | .417** 1

3.Charismatic Leadership 3.33 | 1.128 | .501%* | 451%*+| 1
**p<0.05 (N=136)

As a result of the correlation analysis, it was determined that there is
a weak and positive relationship between transactional leadership and job
satisfaction at the 0.05 significance level (r = 0.417, p<0.05), and a moderate
positive relationship between charismatic leadership and job satisfaction(r =
0.591, p<0.05).

Note: The mean and standard deviation values in the table can be determined
by selecting “Mean and Standard Deviations” from the “Options” menu while
performing the correlation analysis (described in the 3rd item above).
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CORRELATION ANALYSIS WITH AMOS

Before proceeding to the next sections, where more complex models will be
examined with structural equation models using AMOS, we would like to state
that correlation analysis can also be performed with AMOS, although it does
not fully comply with the capabilities of the program. At this stage, we will
test the correlation analysis with AMOS, which was described in the previous
parts of the book and tested with SPSS on Data-1.sav. The AMOS model plot of
the correlation data previously tested with SPSS is presented in Figure 4.5. As
can be seen, three observed variables covariate with each other (a bidirectional
correlation relationship exists between them). The stages of drawing the model
will not be repeated here. However, the model can be drawn using the shortcuts
described above.

£ Unnamed project : Group number 1: Input
File Edit View Diagram Anabze Tools Plugins Help

e Y i

-
?
0o

:Fﬁﬁﬁ,@éiﬂéa’wzx@ E]

Default model

O 4 =

B0 0 FF
]

B

il
an

sFPe

Figure 4.5. Correlational Model



100 4 ¢ REGRESSION, MEDIATION/MODERATION, AND STRUCTURAL EQUATION . . .

2 Amos Output - 8 x
pS8wSBmE s -7 -0 - [FOmmE:we

b Estimates (Group number 1 - Default model)

Scalar Estimates (Group number 1 - Default model)

Masimum Likelihood Estimates

Covariances: (Group number 1 - Default model)

Estimate SE. CR. P Label
C_CharLe <--> C_JobSat 635,100 6334 wxx
C_CharLe <~ 390,076 5,115
C_Jobsat <~ 307 064 4796

Variances: (Group n

ber 1 - Default model)

Estimate  SE. CR. P Label
C_CharLe 1264 144 83803 vk
C_JobSat 914,104 8,803 ww*
C_TransLe 593,067 8,803 +*

Figure 4.6. Test Statistics of the Correlational Model

The correlation test statistics resulting from the analysis of the drawn
model are shown in Figure 4.6. Accordingly, there is a positive and significant
relationship between job satisfaction and transactional leadership (r = .417), job
satisfaction and charismatic leadership (r = .591), and transactional leadership
and charismatic leadership (r=.451). Values in parentheses here are standardized
Pearson correlation coefficients. If this correlation analysis is repeated with
SPSS, the same values will be generated.
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REGRESSION ANALYSIS

Regression analysis is used to determine the strength and direction of the
relationship between two or more variables [1]. Regression analysis is performed
using the least-squares method to estimate the value of the dependent variable
based on the known values of the independent variable or variables [1]. The
least-squares method is the most common procedure used in regression analysis
to develop estimates of model parameters.

The variable on which you will make predictions is expressed as the
“dependent variable” and is denoted by “y”. The variable whose value is given to
estimate the value of the dependent variable (y) is expressed as the “independent
variable” and is denoted by “x”.

When regression analysis is used to measure the strength of the relationship
between a dependent (y) and an independent (x) variable, it is called “simple
regression analysis” and is calculated with the following formula:

y=PF+Bx te

y = Dependent variable
x, = Independent variable

,BO = The y-intercept for the population.

£, = The regression coefficients of the independent (x1) and dependent
variables (y).

¢ = Residual (error), a probabilistic value that cannot be explained by the
linear relationship between y and x.

The following three assumptions are required for regression analysis:

1) Normality of error

i1) Homoscedasticity

ii1) Independence of errors

i) Normality of error: This assumption requires that errors around the
regression line are normally distributed for each value of X (independent
variables). Inferences about the regression line and the regression coefficients
will not be seriously affected provided the errors around the regression line for
each value of the independent variables are not very different from the normal
distribution.

ii) Homoscedasticity: This assumption means that the variation around the
regression line should be constant for all values of the independent variables
(X). Thus, it indicates that errors when X has a low-value change by the same
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amount as when X has a high value. An important criterion when using the least
square method is that the homoscedasticity assumption fits the regression line.
If there are serious deviations from this assumption, data transformations or
applying the weighted least square method is the correct approach.

iii) Independence of errors: This assumption requires that the errors
around the regression line are independent for each value of the explanatory
variables. The independence of errors is particularly important when collecting
longitudinal data over a certain period (spread over time). In this situation,
errors in a given period are usually associated with errors in the previous period.
The independence of errors is a necessary assumption for regression analysis,
especially in analyses that examine the change of organizational behavior and
that are examined with data collected in certain periods. For example, if a
researcher collects data with the same measurement tool 3 times during a period
of 1 year in the 1st, 6th, and 12th months, and then examines the change in
organizational behavior with the data, the errors must be independent.

Significance test for the regression coefficient ( 3, ):

To determine the existence of a significant linear relationship between the
dependent variable (y) and the independent variable (x), a hypothesis test is
performed by determining zero (null) and alternative hypotheses regarding the
determined regression coefficient ( 3, ), as stated below.

Null hypothesis (H): [ B, = 0]. It means that there is no linear relationship
between the dependent and independent variables.

Alternative hypothesis (H ): [ 8,7 0]. It means that there is a significant
linear relationship between the dependent and independent variables. In general,
alternative hypotheses are tested in research. E.g., the hypothesis “Charismatic
leadership affects job satisfaction significantly and positively” is an alternative
hypothesis.

If the null hypothesis is supported, it can be concluded that that there is no
linear relationship between the dependent and independent variables. However,
if the alternative hypothesis is supported, it should be concluded that there is a
significant linear relationship between the dependent and independent variables.

The researcher uses the following formula to decide on the hypothesis
result:

b

by =——

cal
Sbl
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Decision: If the calculated value of the test statistics (tcal) is lower than
the tabulated value (ttab), the null hypothesis is supported. Otherwise, the null
hypothesis is rejected and the alternative hypothesis is tested.

B, = The regression coefficients of Y over X1

S, = The standard error of the regression coefficient (b1)

Researchers must decide which regression analysis to use based on the
model they have developed.

Types of Regression Analysis:

1. Multiple Regression

a. Standard Multiple Regression

b. Stepwise Multiple Regression

2. Hierarchical Regression

1. Simple Linear Regression: Regression analysis used to describe the
relationship between a single dependent variable y and a single independent
variable x.

2. Multiple Regression: Regression analysis conducted to determine the
effect of more than one independent variable on a dependent variable.

a. Standard Multiple Regression: Multiple independent variables affect
the dependent variable, and it is a type of regression analysis in which these
independent variables are put into the model at the same time.

b. Stepwise Multiple Regression: This is the inclusion of independent
variables in the model with a certain level of significance or a statistical approach.
Three types of Stepwise multiple regression analysis could be performed:

1) In forward selection analysis, independent variables are included in
the model one-by-one in terms of their effects and their effects are examined. As
a result of this examination, the relevant independent variable is either included
or eliminated from the model.

2) In backward elimination analysis, all independent variables
are included in the model at the same time. Variables that do not contribute
significantly are excluded from the model, respectively.

3) In bidirectional elimination (stepwise selection) analysis, the
independent variables are included in the model one-by-one according the
preference of the researcher who performed the analysis. The researcher makes
the decision as to whether the variable should stay in the model or not according
to its effect.
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In stepwise multiple regression analysis, the variables to be added
or subtracted are selected according to the test statistics of the estimated
coefficients. While the technique has many benefits, such as its ability to solve
the multicollinearity problem, it requires a certain level of expertise. Therefore, it
should be preferred by researchers who have a strong familiarity with statistical
tests.

3. Hierarchical Regression: The researcher determines the order in
which the independent variables enter the regression equation. The inclusion
of independent variables in the model is at the discretion of the researcher. The
researcher uses this initiative in line with the literature review on the subject.
Independent variables are included in the model first, in order of importance.
It would be helpful to give an example to facilitate the understanding of the
subject.

In the next study, the hypothesis of “The effect of leadership styles on
job satisfaction” will be tested. In the literature review on the subject, there
are findings that the leadership perceptions of the employees vary according
to demographic variables [2] as well as that job satisfaction is affected by
demographic variables such as age, marital status and educational status [3]. For
this reason, demographic variables (age, marital status and educational status)
should be controlled in order to obtain more accurate results for the determination
of the effect of the leadership styles specified in the research on job satisfaction.
To do this, hierarchical regression analysis should be performed.
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REGRESSION ANALYSIS WITH SPSS

Before proceeding to the SPSS application, it is useful to show the research
model. The research model is presented in Figure 4.7.

Transactional
Leadership

Job Satisfaction

Charismatic
Leadership

Figure 4.7. Research Model

Research hypotheses:

Hypothesis 0 (H ): There is no linear relationship between leadership
styles (transactional and charismatic leadership) and job satisfaction.

Hypothesis 1 (H): Transactional leadership significantly and positively
affects job satisfaction.

Hypothesis 2 (H,): Charismatic leadership has a statistically significant
and positive effect on job satisfaction.

Regression analysis will be performed to test these two hypotheses that
have been determined within the scope of the research. With this regression
analysis, we can determine the effect of transactional and charismatic leadership
on job satisfaction.
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For regression analysis, we first open the “Data-1.sav” file (You can access
this file from www.indataanalysis.com).

We follow the process steps described below:

1. Analyze ---> Regression ----> Linear... option is clicked.

ﬁ VeriSet | dare [DataSat1] - BM SP55 Statiiteci Data Eddest

Ele E® )ww [Dota  Jranshem  gnalge  Dieclameing  Graphs  USSes  Addgns  Wiindow  Help
=, e EEEE) E
S HE M e A K B
= Dgscriptive SEalshics [ = A
1 Cusiom Tables L3
Emuﬂdu.lw It Compare Means b lghem Kaniz Kanz Karz Kanzr Kaz Ki
el mm Mz aneral Linear Moded s o sellid makti rr|.'|llu| rmakti rakdi makdi m
Ganeraliped Linear Modi O
1 3 1 4 & Lt . B 3 s 4l 4 4 4
T s "W e e a4 3 4
3 1| 1 4 4 Corsiate | I N
i il A 3] 4 Begreasion [ setomatic Linear Modeling
5 2 1 2 3 Laginaar [ Unear
& 1| 1 8§ 4 Hwural Betgrorcs Y | B Curve Estimatien
i :
7 2 2 3 a Classdy [ Partial Loagt Squares
= ~ P g Sil T

Figure 4.8. SPSS “Analyze” Screen

2. On the screen that opens, “Job satisfaction” is moved to the
“Dependent” section, the demographic variables to be controlled are moved to
the “Independent” section and the “Next” button is then clicked.

8 Lieeear Regpestion x
. Dependent
The dependent variables——r = :a'c:nm ] e
is transferred to thi & s (Bt .
cection. ﬂ::_‘m [ s | Thevarablesto
& Joesant E be controlled are
When all transfers are | & 4t uarsa transferred to
completed, click the [ |l — g i
Next' butt :Iimc-m this section.
ext" button. @ @ Transiet — =
& TransLez . -
& TransLed Slechion Vadible
5 TransLed I
Chail#l
& Cnan.:? Gana Laels
& chaLes
& charLes WS Weight
& CharLes - [
(o ) [astn | [ mosee ] | canca] v |

Figure 4.9. “Linear Regression” Screen
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3. After clicking the “Next” button, the independent variables are moved
to the “Independent” screen. As you can see here, “Block 2 of 2” appears on the
screen (just above the Previous button). The next step is step 2 of the hierarchical
regression analysis.

#H Limear Begression

Click the
. o [ e sansics | —» "Statistics
fl Equcavon = L € Josgan [ "
# Jozsan | e Lpas | button.
& Jorsaz P " r .| (snes
& Jonsa | Preious | et -
& Jorsas Independents] 1 - =
g :nbﬁa:(l1 & C_TransLe \d\ s |
ranele Boolsirap.
& TransLe2 E: Fc s :
& TransLea
& TransLed Uethodt Enber x
& Charlel
& CnarLe2 Sglnction Varatie depend ent
& Charled wi Al ] variables are
& chanas F ;
% ontes o Saseiaves moved to this
4 Charled - i
& ©_Transie = WLS Weight section.
& C_ChaLe -
(Lo ) paste ]| Boser | cance | ito

Figure 4.10. “Linear Regression” Screen

4. When the “Statistics” tab is clicked, the tabs shown on the screen that
opens are selected.

"l,'ﬂ Linear Regression: Statistics x
Displays the Regression Cosefficien... | [§f Model it — > Shows the model fit value.
measurement ¢ Jf Estimates ¥ R squared change ——— Shows the change in R?
value. «—— Confidence intervals | [ Descriptives —» Provides descriptive stafistics.
Spegdﬁﬁ th: i Level(%) ¥ Part and partial comrelations —» Shows part and partial
conhdence miery Cogariance matrix | ¥/ Colfinearity diagnostics —__ corelaions.
Indicates collinearity
Residuals -
Durbin-Watson

Casewise diagnostics

@
After completing the necessary selections, the
"Continue" button is clicked.

[gontinue ) [ cancer || Heip |

Figure 4.11. “Statistics” Screen

Multicollinearity: The problem is that the dependent variables included in
the research act together because the correlation coefficient among themselves
is high and significant. To understand whether such a problem is encountered in
the research, the “Part and partial correlations” and “Collinearity Diagnostics”
tabs should be selected from the “Statistics” menu.

After all the processes are completed, the “OK” button is clicked and the
outputs of the SSPS are interpreted.
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5. The “Output” file of SPSS is presented below.

Before interpreting SPSS tables, it should be noted that many tables have
two models in the “Model” column. As previously mentioned, when performing
hierarchical regression analysis, we first included demographic variables (age,
marital status, and educational status) into the model, and then the independent
variables (transactional and charismatic leadership). In other words, we created
two different models. Therefore, there are two models and values for these two

models in each table.

Table 4.6. Descriptive Statistics

Descriptive Statistics
Mean std. Deviation N
C_JobSat 344 959 156
Marsta 1,71 AT 156
Education 374 708 156 Size
C_TransLe 383 JA73 156
C_CharlLe 333 1128 156
Standart Deviation
Mean
Table 4.7. Correlation Table
Correlations
C_JobSat | MarSta Aga Education | C_TransLe | C_CharLe
Pearson Comelation  ©_JobSat | - ~n00 66 - 169 041 A7 5
Marst 166 ""‘-«a,ug_g_ 611 - 056 232 246
Age @ - 168 -611 | ™=4.000 039 -34 - 368
Educal 041 - 056 039 [ ~~000 015 - 006
©_Transle 47 232 -3 -0 E e _1.000 451
-
C_Charle 591 246 - 368 - 006 Asr=l._ 1,000
Sig. (1-tailed) C_Jobsat T malTT 010 | otg |07 | 000 | 000
Marsta I DL et S a0 245 02 001
e @: 018 000 | Tveay 3 000 000
Educal I 07 245 A3 | Tman 425 468
C_TransLe f noo 002 000 A25 T~ . 000
C_CharLe fi 000 001 000 A68 il S
H C_JobSat 156 156 156 156 156 156
Marsta 156 156 156 156 156 156
Age 156 156 156 156 156 156
Education 156 156 156 156 156 156
C_TransLe 156 156 156 156 156 156
C_Charle 156 156 156 156 156 156
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The “Correlations” table shows the correlations between the variables. The
values in triangle number 1 are important. These values show the correlations
of the independent variables with each other. If this value is greater than 0.800,
it indicates that the multicollinearity problem has occurred. In other words,
independent variables with a correlation of 0.800 and above will act together as
a single variable. In this case, it would be problematic to measure the effects of
the relevant independent variables separately.

One more value can be used to detect the multicollinearity problem. In the
“Coefficients” table below (Table 4.11), the “VIF” column should be examined.
In the literature, different values have been proposed for the VIF value. Hair et
al [4] stated that the VIF value should be 4 or below, whereas Allison [5] stated
that if the VIF value is 2.5 or below, the multicollinearity problem will not occur.

The values in triangle number 2 show the significance of the relationship
between the variables. If this value is above 0.05, the relationship is not
significant. For example, when the education line is examined, it can be seen
that the coefficients of significance are 0.307 (job satisfaction), 0.245 (marital
status), and 0.313 (age). These values show that education is not associated with
job satisfaction (0.307), marital status (0.245), or age (0.313).

Table 4.8. Table of Variables

Variables Entered Removed”

Model Vé::;:: \éﬂ:gﬁz Method Shox\'s the mldgpendept variables inclu_ded

l T in the anal}-‘ﬁs_m the first stage (E ducation,
Age. Marsta® Enter Agze and Mantal Status).

7 ¢ TransLe. . Shows the independent variablesincludedin
€ Charle® .| Enter the second stage of analysis (Transactional

a. Dependent Variable: C_JobSat and Charismatic lea dership).

b, Al requested variables enterad Shows the dependent vanable.

Table 4.8 reveals that firstly, the effect of demographic variables such as
education, age, and marital status on job satisfaction was analyzed (Model 1),
while in the second stage (Model 2), the effect of transactional and charismatic
leadership on job satisfaction was examined.
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Table 4.9. Model Summary Table

Model Summary

Change Statistics

Adjusted R Std. Error of R Square Sig. F
Model R R Square Square the Estimate Change F Change df a2 Change

1 1937 037 018 L850 037 1,969 152 121
2 526" 392 371 760 354 43,660 150 000
a. Predictors: (Constant), Education, Age, MarSta

b. Predictors: (Constant), Education, Age, MarSta, C_TransLe, C_CharLe

(SRR

This is the table where the values for the results of the model are given
(Table 4.9). In the “Model Summary” table, the regression coefficient is
presented as R (remember that the correlation coefficient is represented by “1r”).
The R-Squared value in the second column also shows the variance explained
as a percentage. It should be noted here that if simple linear regression had been
applied, in other words, if a dependent and independent variable were included
in the model, our interpretations would have been shaped according to the
R-Squared value. Since we have two independent variables in our analysis, it is
more appropriate to interpret the Adjusted R-Squared value. In the light of this
information, it is seen that the variables in Model 1 (education, age, and marital
status) do not have a statistically meaningful effect on job satisfaction (this can
be understood from the sig value of 0.121 in the sig. F change column). In
Model 2, transactional and charismatic leadership were included in the analysis
along with the demographic variables (education, age, and marital status). It
shows that at least one these variables included affects job satisfaction. This
interpretation can be made because the sig value is less than 0.05 (it can be
seen in the table that the Sig value of Model 2 is 0.000). After determining
that at least one variable is effective on the dependent variable, the data in the
“Coefficients” table below should be examined to determine which independent
variable or variables are effective. The Adjusted R-Squared value of Model 2 is
0.371, which indicates that the variables in Model 2 (education, age and marital
status, transactional leader, and charismatic leadership) can explain 37.1% of
job satisfaction.
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Table 4.10. ANOVA Summary Table

ANOVA?®
Sum of
Model Squares df Mean Square F Sig.
1 Regression 5,332 3 1,777 1,969 121P
Residual 137,213 152 903
Total 142,544 155
2 Regression A5818 ] 11,164 19,308 nop®
Residual 86,727 1460 Aa78
Total 142,544 155

a. DependentVariable: C_JobSat
b, Predictors: (Constanf), Education, Age, MarSta
c. Predictors: (Constant), Education, Age, MarSta, C_Transle, C_Charle

Table 4.10 is the ANOVA summary table testing the null hypothesis. The
null hypothesis is that the model is not significant. In this case, we reject the null
hypothesis because the p-value is less than 0.05 (Model 2, sig= 0.000). Therefore,
our model is significant (p<0.05). However, Model 1 is not significant. In other
words, the demographic variables (age, education, marital status) do not affect
job satisfaction (p>0.05).

Table 4.11. Coefficients Table

Coefficients”
E H Standardized
o Unstandardizell Coafiicients Coefficients 95,0% Confidence Intarval for B Cormezlations Collinearity Statistics
Model o B S1d. Ermor Beta 1 Sig. Lower Bound | UpperBound | Zero-order Partial Part Tolerance WIF
1 (Constant) 29091 642 4659 000 1723 4,249
MarSta q 217 211 103 1,028 305 -,200 B34 166 83 082 625 1599
Age E -088 083 -107 -1,068 287 -,251 078 - 169 -086 -085 626 1,597
Education 4 069 108 051 636 526 - 145 282 041 052 051 997 1,003
2 (Constant) E 186 629 296 768 -1.058 1430
Marsta E 62 168 077 960 338 =172 498 66 078 061 624 1,601
Age - 18 070 143 1,686 084 =020 256 =169 136 Rl 561 1,782
Edueation o o 0 0% 086 046 gl An -108 233 041 059 048 997 | 1,003
C_TransLe o 261 03 ] 2878 005 082 A0 a7 229 83 78 1,314
C_CharLe E A51 063 530 7184 000 327 575 591 508 A58 745 1,343

3. Depandent Variable: C_JobSat

The “Coefficients” table shows the regression coefficients and is the table
where we test our hypotheses (Table 4.11). The Unstandardized Coefficients
column shows the B constant coefficients. The B value in the constant line is
called the intersection (=2.991 for Model 1, 0.186 for Model 2). This means
that if there were no demographic variables for Model 1 (education, age, and
marital status), job satisfaction among employees would be 2.991 units, and
the effect of the demographic variables on job satisfaction would start from this
constant coefficient of 2.991. Although this statement might seem meaningless
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at first glance, we found that the Model 1 column in the “Model Summary”
table explained 1.8% of the change in job satisfaction. Therefore, there is a
98.2% value that we cannot explain in the formation of job satisfaction (100-
1.8= 98.2). The constant-coefficient (constant value) is high due to the large
unexplained variance. When we examine Model 2, we see that the constant
coefficient value (constant) is lower (0.186). When we look at Model 2 in the
“Model Summary” table (Table 4.9), we see that the demographic variables +
transactional leadership + charismatic leadership explain 37.1% of the change
in job satisfaction. Unexplained variance is less than in Model 1. Therefore, the
constant coefficient value (constant) is correspondingly lower (0.186). The B
values in the prediction line (0.261 for transactional leadership and 0.451 for
charismatic leadership) are called the slope. Since the slope has a positive value,
the correlation will also be positive. B values indicate how many units an increase
in the independent variable causes the dependent variable to increase by. The
following comment can be made regarding our example. A one-unit increase in
transactional leadership causes a 0.261-unit increase in job satisfaction, while a
one-unit increase in charismatic leadership causes an increase of 0.451 units in
job satisfaction. In line with these coefficients:

We can say that the effect of transactional leadership on job satisfaction
is significant and positive (f=0.261, p<0.05), and the effect of charismatic
leadership on job satisfaction is significant and positive (§=0.451, p<0.05).

As previously stated, our hypotheses are:

Hypothesis 0 (H ). There is no linear relationship between leadership
styles (transactional and charismatic leadership) and job satisfaction.

Hypothesis 1 (H): Transactional leadership significantly and positively
affects job satisfaction.

Hypothesis 2 (H,): Charismatic leadership has a statistically significant
and positive effect on job satisfaction.

H: By examining the sig value in the ANOVA table (Sig = .000, p<.05),
it can be stated that the model is statistically meaningful and HO hypothesis is
not supported.

H,: Based on an examination of the regression coefficients in the
“Coefficients” table (B=0.261, p<0.05), it can be stated that the effect of
transactional leadership on job satisfaction is statistically significant and
positive, and therefore, H1 hypothesis is supported.

H,: According to the regression coefficients in the “Coefficients” table
(B=0.451, p<0.05), it can be stated that the effect of charismatic leadership
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on job satisfaction is statistically significant and positive, and therefore, H1
hypothesis is supported.

Note: “Collinearity Diagnostics” and “Excluded Variables” tables are provided
in SPSS’s Output file. These tables include data related to the calculation of the
Collinearity Statistics values in the far-right column of the “Coefficients” table.
In this part of the research, the data in these two tables will not be interpreted.
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INTERPRETATION OF RESEARCH FINDINGS

As will be recalled from a previous section, the mean and standard deviation
values of the variables are given in the correlation table. To avoid duplication in
studies, these values are not shown in the regression table. Researchers usually
state the regression values in a separate table in their studies.

Hierarchical regression analysis was conducted to determine the effect of
leadership styles on job satisfaction. In this context, the regression results are
presented in Table 4.12.

Table 4.12. Regression Results

Variables Job Satisfaction
Model 1 Model 2
Age -.088 118%*
Marital status 217 .162
Education .069 .062
Transactional leadership 261%*
Charismatic leadership A51E*
F 1.969 19.308
R? .018 760
AR? .037 354

#p<0.10, **p<0.05, ***p<0.001

In the first stage of the hierarchical regression analysis, the demographic
variables were controlled (Model 1), while the independent variables were
included in the model in the second stage (Model 2). While the demographic
variables were under control, it was determined that transactional leadership
(B=0.261, p<0.05) and charismatic leadership (f=0.451, p<0.05) both affected
job satisfaction significantly and positively. In the light of these findings, while
the HO hypothesis was not supported, the H1 and H2 hypotheses were supported.

NOTE: Today, the algorithm used by SPSS for regression analysis is gradually
losing its validity, and there are increasing opinions that the strength of the
statistical analysis provided by SPSS is not sufficient. Therefore, it is useful
to use structural equation modeling, particularly for regression analysis. For
structural equation modeling, AMOS, R, or Lisrel programs can be used.
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REGRESSION ANALYSIS WITH AMOS

While performing regression analysis with AMOS, the model to be tested must
first be drawn with AMOS Graphics. The process of drawing the model will not
be described at this stage. The methods previously described in this book should
be used for model drawing.

The Data-1.sav file will be used for regression analysis with AMOS. As will
be recalled, transactional leadership, charismatic leadership and job satisfaction
variables were measured in this file. Additionally, gender, marital status, age and
education were also included as demographic variables. In the section on regression
analysis with SPSS, the aim, model and hypotheses of the research were explained
in detail. Here, testing will be performed with already drawn models.

Observed values or average values calculated on the SPSS dataset can be
used when performing regression analysis with AMOS. Here, the first step will
be to evaluate the mean values calculated in SPSS as the observed variable, and
then we will perform a regression analysis by drawing the latent variable and
observed variable model, which is the main difference with AMOS.

The first regression model to be tested is the model that treats the mean
variables calculated as a repetition of SPSS as directly observed variables. The
model is shown in Figure 4.12.
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Figure 4.12. Regression Model with Mean Values as Observed Variable
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Figure 4.14. Pre-Analysis Warning

As can be seen in the model, transactional and charismatic leadership
predict job satisfaction, and marital status, age and gender are also included
in the regression as demographic variables. At this stage, before proceeding
with the analysis, as shown in Figure 4.13, the “Standardized Estimates” and
“Modification indices” options should be checked in the “Output” tab under
the “Analysis Properties” menu and both standardized beta values and model
fit indices should be calculated at the end of the analysis. When the “Calculate

Estimates” [[I[§ “button is clicked, an error message will appear, as shown in
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Figure 4.14. This error message indicates that the process will continue without
a correlational relationship between some observed variables. Here, we continue
by selecting the “Proceed with the analysis” option.
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Figure 4.15. Standardized Beta Coefficients on the Default Model Tab

The standardized beta coefficients obtained as a result of the analysis

are shown in Figure 4.15. This shape can be obtained by clicking the “Default
Model” tab in the AMOS menu. Click the “View Text” §5 | button to see the
values obtained as a result of the regression analysis. When the “Estimates”

tab is selected in the window that appears, the values in Figure 4.16 will be

displayed.
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When the obtained values are examined, it is seen that the variables of
transactional leadership, charismatic leadership and age have a significant
effect on job satisfaction. The beta and standardized beta values are the same
as those with SPSS above. It is important to remember that the same model
test could also be tested with different prediction models and different analysis
parameters could be selected. Since the focus of this book is not to introduce
the AMOS program, details on this topic will not be provided. However, for
example, different estimation models can be tried by selecting “Generalized
least squares” instead of “Maximum likelihood” in the “Estimation” tab, and
“Indirect, direct & total effects”, “Tests for normality and outliers” in the
“Output” tab. Additionally, direct, indirect and total effects on the dependent
variable can be calculated and normality tests of the data can be performed. The
reason why we mention the “Indirect, direct & total effects” tab in particular at
this stage is that it will be used in the mediation test with AMOS, which will
be presented in the following sections. Researchers who use the program could
make different calculations. The reporting and interpretation of the findings will
be as described in the SPSS analysis section above.

The second way of performing regression analysis with AMOS is to design
a structural regression model. While doing this, unobservable and observed
variables are plotted on the model, instead of taking the calculated averages
directly as the observed variable. The same example above is drawn as a
structural regression model shown in Figure 4.17.
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Figure 4.17. Structural Regression Model
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As shown in Figure 4.17, latent variables and observed variables are
included in the structural regression model. In fact, this is perhaps the different
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and most meaningful aspect of testing regression analysis with AMOS. The
results are presented in Figure 4.18.
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Figure 4.18. Structural Regression Model Test Results “Estimates” Tab

As can be seen in Figure 4.18, while the variables charismatic leadership
and age have a significant effect on job satisfaction, the effects of other
variables are insignificant. As can be immediately observed, these results are
quite different from the above regression analyses despite the use of exactly the
same data set. The most important difference is that the effect of transactional
leadership is meaningless. As can be understood, analyses with SPSS or directly
observed variables with AMOS yield different results since latent variables are
calculated by averaging. On the other hand, AMOS first calculates three latent
variables (transactional leadership, charismatic leadership and job satisfaction)
in the confirmatory factor analysis model and then performs the regression. In
the standard regression calculation conducted by taking the average, the basic
assumption is that all observed variables that constitute the latent variable have
an equal effect on the latent variable. However, the results reveal that this is
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not true because this structural regression analysis with AMOS indicates that
not all observed variables are equally effective in calculating latent variables.
Therefore, this error is inevitable in regression analyses based on means (it is
useful to remember the Type-1 and Type-2 error issues at this point). Therefore,
as previously mentioned, structural regression models are increasingly preferred
today because they can work with small sample sizes, minimize measurement
errors, and do not require normal distribution assumptions.
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CHAPTER 5§

ANALYSIS OF THE INTERMEDIATE
VARIABLE EFFECT

Differences between the Mediator and Moderator Variable

hen researchers detect an empirical relationship between two

variables, they want to include a third variable in the model as the

next step to clarify the nature of this simple relationship. This third
variable, called the mediator or moderator, is frequently preferred by researchers
to explain the relationship between the independent and the dependent variable
in depth and to examine the effects in the relationship between them that do not
appear at first glance.

Researchers are mostly undecided about whether the third variable is the
“mediator” or the “moderator” variable while constructing a model. The basis of
this indecision lies in the fact that the difference between the two variables is not
well known. Although moderating and mediating variables are different concepts,
they are often confused by researchers. For this reason, it is useful to know the
meaning of the two concepts and what purpose they serve. These two terms are
related to better understanding the relationship between an independent and a
dependent variable. As a third variable, the mediating and moderating variables
are concerned with controlling how they fit into the relationship between the
independent variable and the dependent variable, and the similarities between
the mediator/moderator variables are limited to this. It is easy to confuse these
variables, but it should be noted that the mediator and moderator variables are
two different terms that require different statistical approaches. The differences
between them are briefly summarized below:

1. The moderator variable affects the strength of the relationship between
two variables (dependent and independent variable), whereas the mediator
variable explains the relationship between two variables. In other words, the
moderator variable changes the relationship between the independent and

121



122 4 & REGRESSION, MEDIATION/MODERATION, AND STRUCTURAL EQUATION . . .

dependent variables. The mediating variable, on the other hand, functions as a
channel that affects the dependent variable.

2. Analyses for the moderator variable are a way of determining whether
it affects the strength or direction of the relationship between the dependent
and independent variable as a third variable. When the intensity/strength of
the moderator variable is changed, the relationship between the dependent and
independent variables could change statistically. The mediator variable, on the
other hand, could reduce or eliminate the strength of the relationship between
the dependent and independent variables. As can be seen, the moderator variable
is effective in its value/strength in the relationship between the dependent and
independent variables. This is not the case with the mediator variable.

3. Inmodels for the mediator variable, there is a third (intermediate) variable
with a constant strength/effect in the relationship between the independent
variable and the dependent variable, while the strength/intensity (low, medium,
and strong) of the third (moderator) variable is not constant in the models for
the moderator variable. Therefore, while the effect of the independent variable
on the dependent variable is shaped by the strength of the moderator variable,
this relationship changes with the constant presence of the mediator variable in
models for the mediating variable.

4. The mediator variable is a more explicit concept than the moderator
variable. The mediator variable mediates the relationship between the dependent
and independent variables and explains the reason for the existence of this
relationship. The main purpose of mediator variable analysis is to determine
whether the effect of the mediating variable is stronger than the direct effect of
the independent variable.

5. While models for the mediating variable make theoretical claims about
the causal relationships between variables, this is not the case for models for the
moderator variable.

6. Models for the mediating variable try to determine how and why the
relationship between two variables occurs, while models for the moderator
variable try to determine in which situations or when the relationship between
two variables increases/decreases.

7. In models for the mediating variable, the mediating variable is the
consequence of the independent variable and the antecedent of the dependent
variable. In other words, there is a causal relationship between all variables. On
the other hand, in models for the moderator variable, the moderator variable
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may not be the consequence of the independent variable, and nor may it be the
antecedent of the dependent variable.

8. Moderation refers to the conditions under which an impact changes in
size, while mediation refers to the underlying mechanisms and processes that
unify antecedents and consequences.

As can be seen, there are fundamental differences between the mediator
and the moderator variables. Whether a variable is hypothesized as a mediator
or moderator is primarily determined by your research hypothesis, which you
have formulated in line with the theoretical framework. In determining your
research hypothesis, you should review the literature on your research topic and
analyze the research in the context of your research question. If the literature
for your research question is relatively limited, it would be appropriate to make
use of theories Lipsey [1] argued that theory should be used to shed light on the
black box (mediator, moderator) of how the independent variable affects the
dependent variable. Many researchers in the literature constantly discuss their
research questions as being “theory-based”. In particular, the theory of social
change, the theory of reasoned action, the theory of equality, the theory of self-
determination, the theory of planned behavior, and the theory of expectation are
among the frequently used theories.
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ANALYSIS OF THE MEDIATOR VARIABLE EFFECT

The mediator variable works as a “mechanism” between the dependent and
independent variables and helps to explain the relationship between the two
variables ([2,3,4]). The mediator variable tries to explain how or why the
relationship between two variables occurs and defines the psychological process
between the variables. The existence of the mediator variable occurs when the
relationship between the dependent and independent variable could be partially
or completely explained by a third variable. In other words, if the effect of the
independent variable on the dependent variable occurs partially or completely
through a third variable, it is possible to discuss the existence of a mediator
variable.

Statistical tests for the mediator variable aim to directly evaluate and test
this proposition. In tests for the mediator variable, when the mediator variable
is kept constant or controlled, it is determined to what extent the relationship
between the independent variable and the dependent variable changes. The
mediator variable is sometimes detonated as the intervening variable. An
intervening variable in statistics is generally considered a subtype of a mediator
variable. However, the lines between the two terms are somewhat blurred and
they are often used interchangeably. In our study, we will consistently use the
term “mediator variable” without having a concept discussion.

In simple mediator models, the effect of an independent variable (X) on a
dependent variable (Y) is transmitted via a third variable (mediating variable,
M). In other words, X affects M and M affects Y. Figure 5.1 below shows the
path diagram for a simple mediation model.

e;

X ¢ = TotalEffeet Y

Independent Varizhle Dependent Varable

Y=0+pX+e

Figure 5.1. Simple Regression Model

The example above shows a model that associates an independent variable
(X) with a dependent variable (Y), and it is a model that simply shows the
relationship between one variable and another variable. Note that the path from
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X to 'Y is assigned the symbol c. The coefficient el represents the unexplained
part in the relationship between X and Y.

M
Mediator Variable
a b
£3
X c - Y
Independent Variable . g The Dependent
C = Direct effect Variable

Figure 5.2. Simple Mediation Model (Extensive demonstration)
Y=0+B.X+ M +e,

M=p+pX+e,

The above model represents a simple mediation model, which will be
mentioned throughout most of the book. Arrows show the direction of the
relationship between variables (X to M, M to Y, and X to Y). Also, symbols
are displayed above each arrow, which correspond to the relationships between
variables (a, b, and ¢’). The parameter e3 represents the unexplained part of the
relationship of X and M with Y. The parameter e2 represents the unexplained
part of M in its relation to X.

M
Mediator Variable
a b
X c Y
Independent *  The dependent
variable c’ variable

Figure 5.3. Simple Mediation Model
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In the model, the independent variable (X) affects the dependent variable
(Y) through a third variable, the mediator variable (M). Thus, the mediator
variable (M) helps to explain the effect of X on Y and also explains how
and why the relationship between the two variables occurs. For example,
organizational commitment could be an important mediator variable in the effect
of job satisfaction on job performance. Based on this example, the effect of job
satisfaction on job performance is possible through organizational commitment.
Therefore, if job satisfaction affects job performance and the relationship
between the two variables weakens when the organizational commitment
variable is included in this relationship, partial mediation can be mentioned,
whereas if the relationship between the two variables disappears completely,
then full mediation is mentioned.

As can be seen, there are two mediating effects: partial and full mediation.

Partial mediation occurs when the mediator variable is only responsible
for part of the relationship between the dependent and independent variables.
In other words, even when there is no mediator variable, there is a relationship
between the dependent and independent variables, but the relationship is not
that strong.

Full mediation is the situation in which the entire relationship between
the dependent and independent variables occurs through the mediator variable.
In the case of full mediation, the independent variable cannot directly affect
the dependent variable and rather does so through a third variable, namely a
“mediator variable”. If the mediator variable is removed from the model, the
relationship between the dependent and independent variables disappears.
In other words, the relationship between the independent and the dependent
variables becomes statistically insignificant.
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There are four different methods for determining the mediator variable.

1. The four-step method proposed by Baron and Kenny [5]

It is a four-stage regression (Multiple regression) method introduced to
the literature by Baron and Kenny [5]. It is the oldest method in the field of
mediation modeling. Although Baron and Kelly’s method is one of the original
methods used for mediation testing, it has low statistical power. This method
will be described in our book because it provides a very explicit approach to
relating variables and is occasionally requested by reviewers (journal reviewers
or editors).

2. Mediation testing with AMOS Structural Equation Modeling

Many researchers argue that structural equation modeling (SEM) is better
than Baron and Kenny’s [5] “causal steps” approach [6, 7]. The main advantage
of SEM is that it simultaneously estimates the statistical values calculated
in each step in Baron and Kenny’s [5] method, instead of assuming that the
analyses conducted in the four steps specified in Baron and Kenny’s [5] method
are independent. However, due to the technical complexity of SEM, it is not
preferred by researchers. In our book, SEM will be explained in its most basic
form and the technical complexity of SEM will be avoided.

3. Mediation test with SPSS Process Macro

This is the contemporary bootstrap method developed by Hayes [8] which
is frequently used by today’s researchers to detect the mediating effect. This
method provides gives stronger statistical results than Barron and Kenny’s
[5] method and is easier to perform than SEM. It evaluates according to the
confidence interval, not the p (significance) coefficient applied by Baron and
Kenny [5].

4. Least Squares Method (Smart Pls): 1t is a kind of structural equation
modeling. However, its validity has not yet been fully proven, and for this
reason, this method will not be included in our book.
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ANALYSIS OF THE MEDIATION EFFECT WITH THE
BARON & KENNY CAUSAL STEPS APPROACH |[5]

In 1986, Baron and Kenny published a paper in which they described how
statistical tests of mediation hypotheses are performed. Since the publication of
Baron and Kenny’s [5] article describing a method for evaluating mediation, the
use of mediation models in the social sciences has increased dramatically. Until
the bootstrap method developed by Hayes was recently introduced, Baron and
Kenny’s [5] causal step approach remained the most widely used mediation test.

X ¢ = Total effect Y
[ndependent variable| iy Dependent variable
M
Mediator Variable
a b
X c Y
Independent > Dependent
Variable ¢’ = Direct effect variable

Figure 5.4. Simple Mediation Model

The above model represents the simple mediation model, and in the
following chapters of the book, the analysis will be explained with this model.

Baron and Kenny’s [5] causal steps approach is a 4-step method: Steps 1
and 2 use basic linear regression, while steps 3 and 4 use multiple regression.
For mediation to be tested, each of the four steps must be implemented.

1. The total effect of the independent variable (X) on the dependent variable
(Y) must be significant (path c).

2. The effect of the independent variable (X) on the mediator variable (M)
should be significant (path a).
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3. The mediator variable (M) must have a significant effect on the dependent
variable (Y) (path b).

4. When the independent variable and the mediator variable are included in
the regression analysis, the effect of the independent variable on the dependent
variable (¢”) should be less than the total effect of X on Y (¢) (partially mediated),
or the statistically significant effect should disappear (full mediation). As a
result of the analysis performed in the fourth step, if ¢’= 0, full mediation can
mentioned, and if ¢’< ¢, partial mediation can be mentioned.

Baron and Kenny [5] stated that partial mediation is a more realistic
expectation than full mediation in studies conducted in the social sciences.
Studies have found that most articles result in partial mediation when all the tests
suggested by Baron and Kenny [5] are conducted and reported appropriately [9].

Finally, in addition to these four causal steps, Baron and Kenny [5] also
recommended that the Sobel test be performed to test the statistical significance
of the indirect effect.
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MEDIATION ANALYSIS WITH SPSS

Research question: Does self-efficacy play a mediator role in the effect of
transformational leadership on the perception of social support?

Let’srecall Baron and Kenny’s [ 5] four-stage causal steps method according
to our research question. Our research model is presented in Figure 5.5.

M
Self-Efficacy
a b
X ¢ =Total Effect
Transformational > Y
Leadership ¢’ = Direct Effect Social Support

Figure 5.5. Research Model

We will now test mediation using the four-step causal step method of
Baron and Kenny [5]. For this, the following steps will be followed.

Step 1: The effect of X on Y will be tested by simple regression analysis
and path ¢ will be determined.

X c Y
Transformational

Leadership

A

Social Support

Y=p+5X+e
Figure 5.6. Effect of X on'Y

Step 2: The effect of X on M will be tested by simple regression analysis
and path a will be determined.

M
Self -Efficacy
a
X M=p,+pX+e,
Transform ational - -
L eadership

Figure 5.7. Effect of X on M (path a)
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Step 3: The effect of M on Y (with X under control) will be tested by
multiple regression analysis and path b will be determined.

M
Self-Efficacy b
g H
Poox
¢ Transformational e » Y
! Leadership i Social Support

Y=5+BX+[M+e
Figure 5.8. Multiple Regression Analysis (path b)

Step 4: The effect of X and M on Y will be tested by multiple regression
analysis and the path c’, in other words its direct effect (the effect of X on Y),
will be determined.

M
Self-Efficacy

Transformational
Leadership

X Y=0+fX+fM+e Y

c Social Support

Figure 5.9. Multiple Regression Analysis (path c¢”)

In this method proposed by Baron and Kenny [5], if the ¢’ effect differs
from the c effect (decreases or loses its meaning), this effect is interpreted as
being shared by the mediator variable, and the presence of the mediator variable
(partial or full mediation) can be mentioned

In the causal steps method of Baron and Kenny [5]:

Total effect (c) = direct effect (c’) + indirect effect (a x b)

- Full Mediation: ¢’= 0

- Partial Mediation: ¢ < ¢

The four-stage ‘Causal Steps’ method proposed by Baron and Kenny [5]
is frequently used in social science research, and the decision regarding partial
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or full mediation is made according to the research result. An important issue to
consider at this stage is that the Sobel test checks the statistical significance of
the last step of the causal steps method. Therefore, researchers should check the
statistical significance of the regression analysis performed as the last step with
the Sobel test [10].

For regression analysis, we first open the “Data-3.sav” file (You can access
this file from www.indataanalysis.com).

We follow the steps below:

For Step 1:
Click on Analyze ---> Regression ----> Linear...
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13
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z 3 2 f " n_m.jjf.“m__-..“ " | BB Panal Leagt Sauares
Figure 5.10. SPSS “Analyze” Screen
K5 Ui Ragrvssion "
7 T ;%_I;;mmw ﬁ In the window that opens, assign
# sewncan (e == the “Perception of Social
e 8 1 i Support™  wvariable to  the
id Bl dependent variable and the
e “Transformational Leadership™
SOl — variable to the Independent
w | IS variable columns, and finally,
o i click the “OK” button.
(Lo ] [psste | [ wet | comcet] _iiwe |

Figure 5.11. “Linear Regression” Screen

As a result of the performed analysis, the following tables will appear in
SPSS output.
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Table 5.1. ANOVA Table
ANOVA®
Surn of
Model Squares df Mean Square F Sig.
1 Regression 229,455 229455 | 25714 000"
Residual 1909,605 2 B,923
Total 2139,060 215
a. Dependent Variable: SocialSupport
. Predictors: t), Tl fi d . .
b. Predictors: (Constant), TransforLeader . model is statistically <
significant (p < 0.05)
Table 5.2. Regression Coefficients Table
Coefficients®
Standardized l
Unstandardized Coeflicients Coefficients
Modsl B Std. Error Beta P Sig.
1 {Constant) 10,129 B84 11,455 | ... [00..
TransforLeader 298 054 328 5071 000

a. Dependant Variable: SocialSupport |
path cf= 0328

Effectis significant at the 0.001
level level

When the related tables are examined, it is seen that transformational

leadership has a positive and significant effect on the perception of social
support (p =0.328, p<0.05).

After completing Step 1, we can proceed to Step 2.

For Step 2

Click on Analyze ---> Regression ----> Linear....

R veniSeti-1.sav [DataSet] - IBM SPSS Statistics Dats Editer
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Figure 5.12. SPSS “Analyze” Screen
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In the window that opens, we assign the “Self-Efficacy” variable to the
dependent variable and the “Transformational Leadership” to the Independent

variable part.

i@ Linear Regression

Dependent:
é’TransfﬂrLeader |¢9 SelfEfficacy
g& LeaderSupport Block 1 of 1

& SocialSupport

Independent(s): =
&) TransforLeader E
Bootstrap.

T —

Selection Variable:

Case Labels

WLS Weight:

Figure 5.13. “Linear Regression” Screen

As a result of the analysis, the following tables will appear in SPSS.

Table 5.3. ANOVA Table
ANOVA®
Sum of
Mode| Squares df M&an Square F 3ig.
1 Regression 3256839 1 3256,839 72,793 000"
Residual 9574582 214 474
Total 12831421 215

a. Dependent Vaniable: SelfEfficacy
b. Predictors: (Constant), TransforLeader  The model is significant

(p <0.05)

Table 5.4. Regression Coefficients Table

Coefficients™

Standardized
Unstandardized Coefficients Coefficients

Madal B Std. Error Beta I 5ig.
1 (Constant) 22114 1,980 11169 | ... g,
TransforLeader 112 A3 504 g532 | 000

a DependentVariable: SefEfieacy | ""
path a f=0504

The effectis significant at the 0.001 level

When the related tables are examined, it is seen that transformational
leadership has a positive and significant effect on the self-efficacy of the

employees (f = 0.504, p<0.05).
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After completing the second step, we can proceed to Step 3.

For Steps 3 and 4

In this step, multiple regressions will be performed where the independent
variable (Transformational Leadership) and the mediator variable (Self-
Efficacy) will be included in the analysis at the same time, and their effect on
the perception of social support will be determined.

Click on Analyze ---> Regression ----> Linear....

3 VeriSesi-1.sav [[atatet1 ] - IBM $555 Seatistics Guta Editor
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Figure 5.14. SPSS “Analyze” Screen

In the window that opens, we assign the “Perception of Social Support”
variable as the dependent variable, and the “Transformational Leader” and
“Self-Efficacy” variables as independent variables.

& TransforLeader

& SelfEfficacy
etho

Selection Variable:
| |

Case Labels:

"@ Linear Regression X
Dependent: Statistics...
& TransforLeader [ socialsupport |
& LeaderSupport - Block 1 of 1 Flots...
f SelfEfficacy Save...
_O ions...
Independent(s):

WLS Weight

[ ok |[ Paste |[ Reset |[cancel|[ Help |

Figure 5.15. “Linear Regression” Screen
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a. Dependant Varable: SocialSuppont

Table 5.5. ANOVA Table
ANOWVA®
sum of :
Madel Squares df Mean Square Foo Sig. :
1 Regrassion 266,726 2 148,363 17153 ,GIZHZI"
Residual 1842 334 M3 3,649 :
Total 2139 060 M5 __

!

b, Predictors: (Constant), SelfEficacy, TransforLeader

The model is significant
(p =< 0.05).

Table 5.6. Regression Coefficients Table

Coeflicients”

Maodel

Unstandardized Coeficients

Standardized
Coefficients

Sd. Error

Eela

Path ¢’ B = 0224, The
effect is significant at the

(Constant)
TransforLeader
SelEMcacy

8,275
204
LEL

1,085
i)
030

0.05 level.

Path b P = 0205, The

3. Dependent Vanable: SocialSupport

effect is significant at the
0.05 level.

Therefore, self-efficacy has a positive and significant effect on the

perception of social support (f = 0.205, p<0.05). With this finding, the third step
of the causal steps suggested by Baron and Kenny [5] was also provided.

As the fourth step, path ¢’ should be checked. The indirect effect of

transformational leadership on the employees’ perception of social support is
positive and significant (f = 0.224, p<0.05). This finding reveals that the fourth
step is achieved.
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If we present all the analyses conducted in the four steps of the model:

2nd step path a
2nd step patha
Coeflicients™
Standardizad
Unstandardzed Coeficients | Coeficients
Mozl B Sid Emor Beta 1 Sig
1 (Constant) 21114 1980 | ... 11,168 i)
TransfoiLeader 1.1 131 1 504 8532 00
a. Dependent Vasiable: SeifEScacy <
. Self-Efficacy
a=.504
X C =328
Transform ational 4 - Y
Leadership :.-' =224 - Social Support
Coeflcients® £ e, Coschmt®
Standandowd .-‘ e Btandaiooed
Uestandandoed Coslicients | Cosficints Unstartarsion Cradtinags | Cosmonns H
Wodal ] St Enoe LT ... [ E Mo gl B 5 El o, B3 1 §
Teansoraaser 298 5% HEER N ] 0] SakERcay b 230 i wed 06
a Oepandant Vanably: SociatSupport a Dapendent Vanabde: SocaiSuppor
1st step path ¢

3rd step path b

4th step path ¢’
Total effect (c) = direct effect (¢’) + indirect effect (a x b)
0.328 =0.224 + (0.504 x 0.205)

Note;
Full mediation: ¢’=0 Partial mediation: ¢’ <c

In the process performed in the first step (detection of the ¢ path), it was
found that there was a f = 0.328 effect at the 0.001 level of significance on the
independent variable “Transformational Leadership” and the dependent variable
“Social Support”; on the other hand, in the regression analysis performed with
the inclusion of the mediator variable in the model, it was significant at the 0.05
level. It has been determined that there is an effect at the level of p = 0.224. In
other words, both the effect and significance of transformational leadership on
the perception of social support decreased (0.328 — 0.224 = 0.104). In this case,
it can be said that partial mediation is supported. However, to make this decision,
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the significance of partial mediation should be tested using the Sobel test. There
are multiple sites on the Internet on which the Sobel test can be performed. To
find a suitable website, simply type “Sobel Test” into any search engine. The
Sobel test at http://quantpsy.org/sobel/sobel.htm was used in this research.

The significance of the effect of the mediator variable is checked filling in
the relevant results on the fields displayed on the web page.

Table 5.7. Sobel Test Table

Input: Test statistic: Std. Error: p-value:
a a Sobel test: If this value is p < 0.05, it is ?
SH e s concluded that the mediating effect i$
significant. 4_|
G b Goodman test:
Sh SH Reset all Calculate

Perform the Sobel Test, the research findings must be entered in the relevant
sections of the Sobel Test table and the “Calculate” button must be clicked. For
the convenience of the readers, all the procedures are summarized below.

Confficients® 2nd step path a

Standardized
Unstandardized Cosfciants CosfSients
Wodel B Sid Emor Bila 1 Sip
1 (Constant) 211 AL R | 11,189 0o
TranstorLeadsr 1131 HEENE Posma logs32 000
3 Dapendent Variable: SslEScacy y
IHEV Test statistic: Std. Error: | p-value: |
a 0504 Sobel test: 3 35248678 0.03081891 D 00080089 :
b |0.205 Arpian test: 3.32555718 0.031065848 0.00084242
5,013 Goodman test: 3.38008138 0.03056731 0.000734564
5p(0.030 Reset all Calculate
: LN

If this valueis p< 0.03, it is
concluded that the m ediating
effectis significant.

wenis*  3rd step path b

\( \ Standardized

Unstingdandized Conwants Cosfliciants

Wodal B \ sl Elf@\ Bta 1 Sig.

1 {Constanty 8,275 1,005 ¥ 7,555 et}
TranstorLeader 204 \ LoRET 3,044 003
SelfEfcacy 4 S 1789 oo

a. Dependan Variable: SocialSuppon

After determining that the effect of the mediator variable is significant, the
data are reported in the findings section of the research.
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REPORTING RESEARCH FINDINGS

The four-stage regression analysis proposed by Baron and Kenny [5] was
performed to determine the mediating role of self-efficacy in the effect of
perceived transformational leadership in an organization on employees’
perceptions of social support. The results of the analysis are presented in Table
5.8.

Table 5.8. Regression Analysis Results

Causal Steps B SH p Model Statistics
Step 1 R=107
IV: Transformational Leadership 298 | .059 | .328%k| F(5.027)=25.714
DV: Social Support p=.001
Step 2 RI=1254
IV: Transformational Leadership 1.121 | .131 | .504%*%* | F(8.532)=72.793
DV: Self-Efficacy p<.001
Stepiandd | 204 | 067 | .224%* | R*=139
IV: Transformational Leadership F(3.044,2.789)=17.153
IV2: Self-Efficacy T '
DV: Social Support 084 | .030 205%* | p<03

*p<0.1. **p<0.03, ¥Fp<0.001

In the first stage of the regression analysis, which comprised four stages in
total, it was found that transformational leadership had a positive and significant
effect on employees’ perception of social support (p= 0.328, p<0.001), and in
the second stage, transformational leadership had a significant positive effect on
self-efficacy (B= 0.504, p<0.001). 0.001). In the third stage, self-efficacy had
a positive and significant effect on the perception of social support (= 0.205,
p<0.05), while in the fourth stage, multiple regression analysis was conducted to
determine the indirect effect of transformational leadership on the perception of
social support and it was determined that this effect was significant and positive
(B= 0.224, p<0.05). When self-efficacy was included in the model, the effect
(B= 0.328, p<0.001) and significance of transformational leadership on the
perception of social support decreased (f= 0.224, p<0.05). In the light of these
findings, it has been determined that self-efficacy plays a partial mediating role
in the effect of transformational leadership on the perception of social support.
To test the significance of the effect of the mediating variable, the Sobel test was
performed and the test results revealed that the mediation effect was statistically
significant (z=3.352, p < 0.05).
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Criticisms of Baron and Kenny’s [5] Causal Steps Approach

Baron and Kenny’s procedure for determining whether an independent
variable influences a dependent variable through a mediator has been adopted
by researchers and used by many authors for many years, to the extent that it
was requested almost reflexively by the editors who evaluated the article in the
jounals. However, over time, concerns about the statistical power of the Baron
and Kenny [5] method have emerged. This reached the point that as a result
of these criticisms, Baron and Kenny [5] were ultimately forced to change the
statistical method used to test mediation [11].

The most important criticism directed towards the method proposed by
Baron and Kenny [5], which is recognized as the most commonly used method,
is in relation to path c. Although Baron and Kenny [5] stated that the total
effect (c-path) of the independent variable on the dependent variable must be
significant for the mediator effect to occur, subsequent studies have shown
that this effect does not need to be significant [12]. When determining whether
variable M mediates the effect of X on Y, the path from X to Y need not be
considered because this path is not part of the mediating effect [13]. Indeed, the
total effect specified as path ¢ does not determine the presence or magnitude of
the indirect effect [7]. In other words, it can be said that there is an indirect effect
even in the absence of the total effect. With the imposition of this condition, in
some cases, even though the necessary ways (paths a, b, and ¢”) to test mediation
are significant, mediation tests are not performed and mediation is ignored.
This has led researchers to abandon promising projects and journals to reject
articles that may be worthy of publication. Today, there is a consensus among
researchers that the significance of path c is not important in detecting mediation
[8, 14]. Reputable journals such as SSCI/SCI include studies in which mediation
has been determined despite the insignificance of path c. Therefore, in future
studies, researchers who prefer Baron and Kenny’s [5] causal steps approach
should continue their mediation tests regardless of the presence or absence of
the direct effect when the indirect effect is supported.

Baron and Kenny [5] stated that when there is an indirect effect (ab) but
no direct effect (¢’), a full mediation effect occurs, but when there are both
indirect and direct effects, a partial mediation effect occurs. The strength of the
mediation should not be measured by the absence of a direct effect, but by the
magnitude of the indirect effect.
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Baron and Kenny [5] also predicted that research in the social sciences will
result in partial mediation rather than full mediation. Iacobucci et al. [9] stated
in a study that “most of the articles result in partial mediation when all tests are
conducted and reported appropriately”. This is due to the constructional defect
in the Baron and Kenny [5] method. These concepts are very sensitive to the
sample size of the research. In addition, in Baron and Kenny’s method, partial
and full mediation are determined according to the total effect. However, the
existence of the total effect is not important for the determination of mediation.

Although Baron and Kenny discussed procedures for testing the indirect
effect (ab), this test is not among the conditions specified in the causal steps
approach itself. However, it is important for assessing the extent of the mediating
effect and comparing effects identifying alternative mediation mechanisms.

Finally, researchers using the method of Baron and Kenny [5] predominantly
rely on the Sobel [10] test to control the statistical significance of the mediating
effect and also determine the significance of the mediating effect with this test.
However, the Sobel test is largely considered to be an outdated method, and
it is emphasized that it is also inadequate and unreliable [13]. The Sobel test
examines whether the difference between the total effect and the direct effect, in
other words, the indirect effect, is statistically significant. The Sobel test is based
on the assumption that the sample distribution for this indirect effect is normally
distributed. However, since the indirect effect is the outcome of two parameters,
in the case of a positive indirect effect, the distribution is positively skewed
to the left with a shorter and fatter tail (the near-zero end of the distribution).
Therefore, the sample of the indirect effect does not usually show a normal
distribution. Therefore, tests based on the non-normal distribution of the indirect
effect produce stronger statistical results than the Sobel test [8]. The bootstrap test
developed by Preacher and Hayes [15,16] solves this problem associated with
the Sobel test by creating an empirical sampling distribution. In this respect, the
bootstrap test, popularized by Preacher and Hayes [15], gives stronger results
compared to the Sobel test. Therefore, it is recommended that the bootstrapping
method is used for determining the significance of the mediation.
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STRUCTURAL EQUATION
MODELING (SEM) WITH AMOS

Criticisms of Baron and Kenny’s [5] causal steps approach have caused
researchers to move away from this method. To detect the mediating effect,
researchers now often prefer the “Process Macro” method developed by Hayes.
This method both provides stronger statistical results than Baron and Kenny’s
method and is easier to apply. However, many researchers argue that structural
equation modeling (SME) gives stronger statistical results than the approach of
Baron and Kenny [5] [6,7].

The main advantage of SEM is that each equation is estimated at the
same time, instead of assuming that the four analysis steps specified in Baron
and Kenny’s [5] method are independent. This prevents the Type 1 error from
occurring. In addition, it is recommended that structural equation models are
used in complex models where many independent variables and more than
one mediator variable are included in the model [17]. Therefore, researchers
can abandon the regression approach of Baron and Kenny [5] and follow the
structural equation approach. Despite all these positive aspects, the significant
technical complexity of SEM means that researchers are reluctant to use this
approach. However, as explained in a previous section of the book, SEM is a
method that can be easily learned and applied.

Structural Equation Modeling (SEM) is a multivariate statistical method
used in many disciplines, which is based on a specific theory according to the
definition of observable and unobservable variables in a causal and relational
model [18]. SEM can also be considered as more than one regression
analysis performed at the same time. For this reason, it is observed that some
authors have also used various different concepts when referring to SEM
such as causal modeling, causal analysis, simultaneous structural modeling,
covariance structure analysis, path analysis or confirmatory factor analysis
[19].

Two important features in structural equation modeling are that the studied
process includes a series of structural equations (i.e., regression equations) and
that these structural equations can be visually presented with drawings such that
the hypotheses can be understood more easily. In this context, SEM analysis
testing all latent and/or observed variables of the created model to reveal the
extent to which the result is compatible with the data at hand. If the fit indices
resulting from testing the model show that there is a fit between the model
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and the data, the hypotheses formed structurally are accepted, otherwise the
proposed hypotheses are rejected.,

SEM differs from common multivariate statistical methods in terms of
certain features [18]. The main differences of SEM are presented below.

(1) Unlike other statistical methods, SEM adopts a confirmatory approach
rather than an exploratory approach. Therefore, while many other statistical
methods try to discover the relationships in the data set, SEM theoretically
confirms the compatibility of the established relationships with the data.

(2) While traditional multivariate methods do not have the ability to calculate
or correct any measurement errors, SEM clearly takes measurement errors into
account in all analyses and provides very clear results in its calculations.

(3) While traditional methods can only operate on observable variables,
SEM can perform tests on both observable and latent variables in the same model.

(4) In most statistical methods, analyses are carried out on individual
observations, and models are established. For example, in methods such as
multiple regression or Analysis of Variance (ANOVA), regression coefficients
or error variance estimates are calculated by minimizing the sum of squares of
the difference between the observed and estimated values of each observation.
However, in structural model tests, covariances are taken into account rather
than observations. Instead of minimizing the observed and expected individual
values, the difference between the sample covariance matrix and the covariance
matrix estimated by the model is minimized

(5) A structural model, in its most basic sense, consists of observed or
latent variables and arrows showing the cause-effect relationship between
them. In SEM, unlike classical statistical methods, exogenous and endogenous
variable definitions are used instead of dependent and independent variables. The
main reason for this is that in SEM models, while a variable is an independent
variable for some variables, it can also be a dependent variable for some
variables too [20]. Therefore, it is not a suitable approach to use the dependent
and independent variable definitions used in traditional regression equations
when discussing SEM models. In this sense, mediated models, which are the
primary focus of this book, are structural equation models and SEM can be used
effectively in testing such models. A simple mediation model shown in Figure
5.16 will be analyzed as a structural equation model. Notice that our research
model is the same as the one we used when describing the causal steps method
of Baron and Kenny [5]. The main research question of the model is “Does self-
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efficacy have a mediating role in the effect of transformational leadership on the
perception of social support?”. In the model, the perception of transformational
leadership affects both the perception of social support and self-efficacy of the
individuals, and at the same time, self-efficacy affects the perception of social
support. In other words, some (perhaps all) of the effect of transformational
leadership on the perception of social support is through self-efficacy. Therefore,
the perception of social support is included in the model as both an affected
(dependent) and an influencing (independent) variable. As previously stated,
when the model is evaluated in general, self-efficacy in the model is both a
dependent and independent variable. Therefore, it would be more accurate to
define self-efficacy as an internal (affected) or external (affecting) variable. In
this section, mediation and moderation models will be evaluated using SEM and
tested with the AMOS program.



ANALYSIS OF THE INTERMEDIATE VARIABLE EFFECT ¢ ¢ 145

STRUCTURAL EQUATION MODELING WITH AMOS

The model that we will consider first is the simplest test of mediation, which will
be performed with directly observed variables. Our research question is: Does
self-efficacy have a mediating role in the effect of transformational leadership
on the perception of social support? The model is presented in Figure 5.16.

M
Self-Efficacy

X
Transformational > Y
Leadership Social Support

Figure 5.16. Research Model

Notice that our research model is the same as the one we used when
describing the causal steps method of Baron and Kenny. Before proceeding to
the SEM application, we open the “Data -3.sav” file (You can access this file at
www.indataanalysis.com). The AMOS drawing of this model is presented in
Figure 5.17 (the drawing in AMOS will not be explained again here, readers can
refer to the section on drawing a model with AMOS in Chapter 3).

1

SelfEfficacy

1

TransforLeader = SocialSupport

Figure 5.17. AMOS drawing of the research model
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Two important steps must be taken before analyzing the model. The first
of these is to select the “Standardized estimates” and “Indirect, direct & total
effects” options from the “Analysis Properties” menu from the “Output” tab, and
then secondly, to select the “Perform bootstrap” from the “Bootstrap” tab then
enter the value of 2000, for example, and tick the “Bias-corrected confidence
intervals” option. By selecting the Bootstrap option, p values are calculated at the
end of the analysis, and the amount of virtual data to be produced is determined
by the number 2000. By selecting the “Indirect, direct & total effects” tab, direct,
indirect, and total effects will be calculated. The processes are shown in Figure
5.18 and Figure 5.19, respectively.

II?I‘ Analyiis Properties 7 e
Teie |
Emm&m[hhmd|3n WNle|Pmﬂ.ﬂm|Flmﬂ|
: ¥ Minimization history | PV Indirect. direct & iotal effects
s R :
¥ Stardasdized estimates: ™ Facior score weights
--------------------------- -~

[T Squared multiple correlstions [T Covariances of astimates

[T Sample moments ™ Comelations of estimates

o

[T implied moments ™ Critical ratios for differsnces

™ Al implied momends ™ Tests for normality and ousliers

[T Residual moments ™ Observed information matrix

™ Medification indices ] Thresheld for

modiicabon indeces

Figure 5.18. Output Tab
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iFs Analysis Properties ? 4

Tite
Estimation | Numesical | Bias | Output  Bootsirap | Permtations | Random & |

r-------------------- ------:
L -
s ¥ Perform bootstrap il—' Humber of boatstrap
:-------------------- .m : jwu
Percentl dence u =
I mﬂ;“w :|~3.:| & PC confidence level
r-------------------- :
. Eaas-correcied conhdence
u = rr—— iﬂj = BC conficence level
‘-------------------- msEmEEw
™ Boolstrap ADF r Hmn:ﬁﬁ{lu{pum
Baoots Hepor detmils of aach
- ot r Bootsirap sample
I Bootsirap GLS ™ Boller-Stine bootstrap
[ Bootstrap SLS |~| Backncior

™ Bootstrap ULS

Figure 5.19. Bootstrap Tab
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The “Estimates” values generated by testing the model are presented in
Table 5.9.

Table 5.9. Estimates Values

Estimates (Group number 1 - Default model)
Scalar Estimates (Group number 1 - Default model)
Maximum Likelihood Estimates

Regression Weights: (Group number 1 - Default model)

Estimate | S.E. |[C.R. |P Label
SelfEfficacy | <--- | TransforLeader | 1.121 A31 | 8.552 | ***
SocialSupport | <--- | SelfEfficacy .084 .030 |[2.802 |.005
SocialSupport | <--- | TransforLeader | .204 .067 |3.058 |.002

Standardized Regression Weights: (Group number 1 - Default model)

Estimate
SelfEfficacy <--- TransforLeader | .504
SocialSupport <--- SelfEfficacy 205
SocialSupport <--- TransforLeader |.224

Variances: (Group number 1 - Default model)

Estimate S.E. CR. P Label
TransforLeader 11.992 1.157 10.368 ek
el 44.327 4.275 10.368 HkE
e2 8.529 .823 10.368 ok

Matrices (Group number 1 - Default model)

Total Effects (Group number 1 - Default model)

TransforLeader SelfEfficacy
SelfEfficacy | 1.121 .000
SocialSupport | .298 .084

Standardized Total Effects (Group number 1 - Default model)

TransforLeader SelfEfficacy
SelfEfficacy .504 .000
SocialSupport 328 205
Direct Effects (Group number 1 - Default model)
TransforLeader SelfEfficacy
SelfEfficacy 1.121 .000
SocialSupport 204 .084
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Standardized Direct Effects (Group number 1 - Default model)

TransforLeader SelfEfficacy
SelfEfficacy .504 .000
SocialSupport 224 205

Indirect Effects (Group number 1 - Default model)

TransforLeader SelfEfficacy
SelfEfficacy .000 .000
SocialSupport .094 .000

Standardized Indirect Effects (Group number 1 - Default model)

TransforLeader SelfEfficacy
SelfEfficacy .000 .000
SocialSupport .103 .000

When Table 5.9 is examined, the values in the “Regression Weights: (Group
number 1 - Default model)” table reveals that all regression coefficients are
significant (p values are less than 0.05). Standardized coefficients of the same
values are given in the next table, “Standardized Regression Weights: (Group
number 1 - Default model)”. The values in these tables are the results of the
model that includes the independent variable and the mediator variable together.
However, the values in the “Total Effects (Group number 1 - Default model)”,
“Direct Effects (Group number 1 - Default model)” and “Indirect Eftects (Group
number 1 - Default model)” tables should be examined to determine whether the
mediation effect exists.

First, the total effects are examined from the “Total Effects (Group number
1 - Default model)” table or the “Standardized Total Effects (Group number
1 - Default model)” table. Accordingly, the total effect of transformational
leadership on the perception of social support is 0.328 as a standardized beta
coefficient. By examining the subsequent “Standardized Direct Effect” and
“Standardized Indirect Effect” tables, it can be understood that 0.224 of this
effect is a direct effect and 0.103 is an indirect effect. The presence of an indirect
effect indicates that there is a mediation relationship. However, the main question
here is whether this mediating effect is significant.

To understand whether the mediation effect is significant, the “Bias-
corrected percentile method” is firstly selected from the “Estimates/Bootstrap”
Tab, as shown in Figure 5.20, and “Two-Tailed Significance (BC)” is selected
from the “Bias-corrected percentile method” tab from the new submenu that
opens, as shown in Figure 5.21. Thus, the degree of significance of the beta
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coefficients will be seen in the table that is displayed. The significance of the
beta value of 0.103, which is the mediating effect value obtained, is 0.012, as can
be seen in Figure 5.21. This value reveals that the mediating effect is significant.

B Amos Output - X
REVE B3 -7 -0 -FOmm @
= mediation amw ~
- Analysis Summary Standardized Indirect Effects (Group number 1 - Default model)
Notes for Group

e Varie Semay TransforLeader ~ SelfEfficacy
Parameter Summary
5 Notes for Model SelfEfficacy 000 ,000
& Esimates SocialSupport 103 000
& Scalars
= Matiices
Total Effects
‘Standardized Total Effects
Direct Effects
‘Standardized Direct Effects
Indirect Eflects
‘Standardized Indirect Effects
 Modiicaton nices
Minimization History
Summary of Bootstrap lterations.
& Bootstap Distibuions
& Model Fit v

& Estimates/Bootstiap

Bootsirap standard errors
& Bootstrap Confidence
& Bias-corrected percentle metod
Lower Bounds (BC)
Upper Bounds (BC)
Two Tailed Signifcance (BC)

Default model

Figure 5.20. Bias-corrected percentile method selection
from the Estimates/Bootstrap tab

1T Amos Output
RAVEWE3 -7 -0

= mediation amw N
& Anat mar

Standardized Indirect Effects - Twa Tailed Significance (BC) (Group number 1 - Default model)

TransforLeader ~ SelfEfficacy
SelfEfficacy .
SocialSupport 001

Total Effects
‘Swndardized Totsl Efiects
Direct E

‘Standardizad ndirect Effocts
% Madicaton Indices

Winimization Histos

Summary of Bootstrap herations
 Bootsirap Distribuions

Figure 5.21. Two-Tailed Significance (BC) Selection from
the Bias-corrected percentile method tab

The processes described thus far can also be performed using the common
Baron and Kenny method or PROCESS macro with SPSS. However, the main
advantage of performing a mediation test with the structural equation model
is that the relationships between more than one independent, dependent, and
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mediator variable could be tested in the same model at the same time. As
explained in the relevant section, the effect of more than one mediator variable
can be examined simultaneously in the SPSS program with PROCESS Macro.
However, dependent and independent variables are one each. In the case of more
than one, the test should be performed separately and the obtained values should
be evaluated together. However, there is no such requirement in the structural
equation model and mediator test with AMOS. Theoretically, the number of
dependent, independent, and mediator variables can be as many as desired and
they can be tested simultaneously. Certainly, it should be taken into account that
as the number of variables included in the model increases, its complexity will
increase and its theoretical basis will weaken.

We want to show what we mean on the model in Figure 5.22, which has
increased complexity. While the mediator role of self-efficacy in the effect of
transformational leadership on the perception of social support was examined in
the first model, in this model, in addition to transformational leadership, “leader
support” was also considered as an independent variable. The model is presented
in Figure 5.22. To test this model with the SPSS PROCESS macro, two separate
tests will be required. The drawing of the model and the selection of the relevant
options should be performed as described in the sections above. Here, the direct

1

/ SelfEfficacy

1

test results will be discussed.

LeaderSupport

SocialSupport

TransforLeader

Figure 5.22. AMOS Drawing of the Two Independent Variable Research model
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The results obtained by testing the model are presented in Table 5.10.
As can be seen from the table, the beta coefficients in all paths are significant.
Examining the “Standardized Indirect Effects (Group number 1 - Default
model)” table, self-efficacy in the effect of leader support on social support
perception was 0.028; on the other hand, there is a mediating effect of 0.079
in the effect of transformational leadership on the perception of social support.

Table 5.10. Test Results of the Two Independent Variable Research Model

Estimates (Group number 1 - Default model)
Scalar Estimates (Group number 1 - Default model)

Maximum Likelihood Estimates

Regression Weights: (Group number 1 - Default model)

Estimate | S.E. | C.R. P Label
SelfEfficacy | <--- | TransforLeader .968 129 | 7.484 | Hx*
SelfEfficacy | <--- | LeaderSupport 291 108 | 2.692 | .007
SocialSupport | <--- | SelfEfficacy .073 .030 | 2428 | .015
SocialSupport | <--- | TransforLeader 152 .064 | 2.382 | .017
SocialSupport | <--- | LeaderSupport 122 .048 | 2.522 | .012

Standardized Regression Weights: (Group number 1 - Default model)

Estimate
SelfEfficacy <--- TransforLeader 449
SelfEfficacy <em- LeaderSupport 161
SocialSupport <amm SelfEfficacy 176
SocialSupport <--- TransforLeader 171
SocialSupport <em- LeaderSupport 164

Variances: (Group number 1 - Default model)

Estimate | S.E. CR. P | Label
TransforLeader 11.992 | 1.157 | 10.368 | ***
LeaderSupport 17.125 | 1.652 | 10.368 | ***
el 43.153 | 4.162 | 10.368 | ***
e2 8.329 .803 | 10.368 | ***
Matrices (Group number 1 - Default model)
Total Effects (Group number 1 - Default model)
LeaderSupport | TransforLeader | SelfEfficacy
SelfEfficacy 291 968 .000
SocialSupport 143 222 .073
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Standardized Total Effects (Group number 1 - Default model)

LeaderSupport | TransforLeader | SelfEfficacy
SelfEfficacy 161 449 .000

SocialSupport 192 250 176

Direct Effects (Group number 1 - Default model)

LeaderSupport | TransforLeader | SelfEfficacy
SelfEfficacy 291 .968 .000
SocialSupport 122 152 .073

Standardized Direct Effects (Group number 1 - Default model)

LeaderSupport | TransforLeader | SelfEfficacy
SelfEfficacy 161 449 .000
SocialSupport 164 171 176

Indirect Effects (Group number 1 - Default model)

LeaderSupport | TransforLeader | SelfEfficacy
SelfEfficacy | .000 .000 .000
SocialSupport | .021 .070 .000

Standardized Indirect Effects (Group number 1 - Default model)

LeaderSupport | TransforLeader | SelfEfficacy
SelfEfficacy .000 .000 .000
SocialSupport .028 .079 .000

Again, when “Two-Tailed Significance (BC)” is selected from the “Bias-
corrected percentile method” tab, it is understood that these mediator effect
values obtained are significant, as can be seen in Figure 5.23. This is because
the beta coefficient of the mediating role of self-efficacy in the effect of leader

support on the perception of social support is 0.041, and it is 0.013 in the effect
of transformative leadership.
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-0 -FOmm @
" Standardised Infirect Effects - Tres Tailed Significance (BC) (Growp mamber 1 - Default model)

LeaderSupport  TramsforLeader  SelfEfficacy
SelfEfficacy -
SocialSupport o012 008

Figure 5.23. Two-Tailed Significance (BC) Selection from the Bias-corrected
percentile method tab in the model with two independent variables

Tabulation of the obtained values is performed as described in the
PROCESS macro method, which will be explained in the next section. This is
because what is performed in PROCESS macro is actually “Bootstrap” analysis
and the values are similar. As a result, tables are created using the same values.
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ANALYSIS OF THE MEDIATOR VARIABLE EFFECT
WITH PROCESS MACRO

Mediation analysis is a popular statistical technique that is often used by
researchers to test hypotheses that examine causal effects. It offers researchers
a richer understanding of the relationship between the mediating variable and
the independent and dependent variable. For this reason, researchers often form
hypotheses for the mediator model. Although many methods can be used to test
mediator model hypotheses, Baron and Kenny’s [5] causal steps method and
structural equation modeling (SEM) are the most preferred by researchers.

In the Baron and Kenny [5] method, the coefficients in the mediator
model are typically determined using a series of multiple regressions, while
in structural equation modeling (SEM), the coefficients in the model are
determined by simultaneously creating a structural equation. The causal steps
approach popularized by Baron and Kenny [5], and then the Sobel test to check
the significance of the mediation, do not yield strong statistical results. SEM
analysis, on the other hand, requires a certain level of expertise. Considering
the criticisms of the approach advocated by Baron and Kenny [5] [14,15,16,21]
and the complexity of SEM, the “Process Macro” method proposed by Hayes,
which has gained significant popularity in the statistical mediation literature, is
considered more attractive by researchers. In addition to its ease of application,
this method is frequently preferred, as it gives strong statistical results. The
“Process Macro” method proposed by Hayes is accepted as a contemporary
approach in today’s literature. In the resampling approach applied in this method,
Type I error rates are lower than predicted [22], so it is considered a method that
can provide more accurate confidence intervals.

Confidence intervals include the error in the analysis and determine
confidence intervals for the analysis result rather than a p coefficient
(significance). These limits detonated as the Lower confidence limit (LCL)
and Upper confidence limit (UCL) are asymmetrical. Asymmetric Confidence
intervals are more accurate because the mediation effect is not always normally
distributed. The mediation effect is tested on the basis of whether it is within the
confidence interval of zero (0). If it is outside the zero confidence interval, the
mediation effect is statistically significant. To understand this subject, it will be
useful to examine the table below.

Confidence intervals for the indirect effect from four different studies are
given below.
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Table 5.11. Confidence intervals

Examples LLCI LCLI Explanation
1 0.512 0.250 Statistically significant
2 -0.154 -0.021 Statistically significant
3 -0.471 0.122 Not statistically significant
4 0.842 -0.022 Not statistically significant

When the table above is examined, it can be seen that the confidence
intervals for the indirect effect in examples 1 and 2 do not include zero (0). For
this reason, it can be stated that there is a mediating effect in the 1st and 2nd
examples. However, it is not possible to discuss the existence of a mediating
effect in the 3rd and 4th examples because the confidence intervals contain
zero (0).

Another important contribution of the “Process Macro” method is that it
tests the strength and magnitude of the indirect effect. The indirect effect refers
to the causal hypothesis that an independent variable (X) affects the mediating
variable (M) and, accordingly, causes the independent variable (Y) [23]. It is
important to note that the indirect effect is determined by multiplying the effect
of the independent variable on the mediating variable (path a) and the effect of
the mediating variable on the dependent variable (path b) (ab).

As emphasized by many researchers, the indirect effect plays a very
important role in detecting mediation [15]. The “Process Macro” method
provides a bootstrapping estimate for the indirect effect (ab), an estimated
standard error, and 95% confidence intervals for the effective value of ab. The
Bootstrapping procedure in the “Process Macro” method allows the estimation
of the model coefficient and ab effect for each equation by taking a large
number of n-dimensional random samples from the data that defines the model
(the data obtained within the scope of the research). This method is a non-
parametric approach to effect size estimation and hypothesis testing that makes
no assumptions about the sample distribution regarding the shape or statistics of
the distributions of the variables [15,21]. This approach has been suggested by
researchers as a way of dealing with the power problem posed by asymmetries in
the ab sampling distribution and other non-normal forms. If you recall, the Sobel
test analyzes based on the assumption that the data are normally distributed, and
for this reason, it is not recommended by many researchers [24]. In this context,
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bootstrapping gives more reliable results as it makes no assumptions about the
sample distribution.

There is no mention of partial or full mediation in the “Process Macro”
method. Instead, there is effect size. In the literature, three methods are used to
measure the effect size of the mediator variable. What these methods have in
common is that they focus on the indirect effect (ab) to measure the mediating
effect.

Three methods are generally accepted in the literature:

(a) Ratio Effect Measures
(b) R? Effect Measures
(¢) Standardized Effect Measures

The above-mentioned effect size measurements may differ from each other
in terms of meaning and statistical properties.

(a) Ratio Effect Measure: In this method, proposed by Alwin and Hauser
[25] as a way of measuring the size of the mediating effect, the total effect has
to be considered the ratio ab/c, which is algebraically equal in the normal least
squares regression. The greatest problem encountered in this criterion is where
the proportionality value is greater than 1 or has a negative result, and in this
case, the total effect is very close to zero or the mediating effect value gives a
larger value than it actually is. Generally, this method requires sample groups
of 500-1000 to give accurate values, but smaller sample sizes are also sufficient
if the direct effect is bigger [26]. In this respect, this method is not generally
preferred by researchers in determining the effect size 17].

(b) R* Effect Measures: To determine the effect size of the mediating
variable, three different values can be taken, namely the part explained by the
direct effect, the part that is unexplained and the part explained by the mediation
effect. However, a common problem of all values is that effect size measurements
primarily work with a single mediator model with consistent effects. The level
of accuracy of results in more complex models is a matter of debate [27].

(c¢) Standardized Effect Measures: Although it is a new approach, the
standardized effect measure is frequently preferred by researchers. The
standardized indirect effect of the independent variable on the dependent
variable is considered as a measure of the mediating effect.
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Preacher and Kelley [28] stated that the fully standardized effect value of
the mediator variable is as follows:

High effect if it is close to 0.25,

Moderate effect if close to 0.9

Low effect if close to 0.1

Although alternative effect size measures have been proposed for
mediation effects, the value of the mediating effect will be evaluated with a
fully standardized effect size in the next part of this book.
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Let us briefly summarize what has been described thus far:

The “Process Macro” method makes inferences for the indirect effect (ab).

It does not test the significance of the indirect effect with the Sobel test,
but uses the bootstrap technique, which gives stronger and more valid statistical
results.

The bootstrap technique determines upper and lower bound confidence
intervals and accepts that mediation is significant if there is no zero within this
confidence interval.

There are no concepts of partial or full mediation as in the Baron and
Kenny [5] method. Instead, the mediator is in the reliable range and the mediator
has an effect size.

As in Baron and Kenny’s [5] method, the coefficients in the whole model
are determined in a single analysis instead of an ordered regression analysis.
This prevents the occurrence of Type 1 errors in the analyses.

Finally, as in Baron and Kenny’s [5] method, it does not offer prerequisites
for talking about mediation. If you remember, in their method, the mediation
effect can only be mentioned if the three prerequisites are met (the total effect is
statistically significant (path c), the independent and dependent variable (path a),
and the effect of the mediator variable on the independent variable is statistically
significant when the dependent variable is under control (path b)).

Even if these prerequisites are not met in the contemporary approach,
Process Macro mediation can be mentioned.
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Downloading the Process Macro

Analyzing the mediation effect is easy with the Process Macro proposed by
Andrew F. Hayes PROCESS is an easy-to-use plugin to SPSS or SAS that can be
used to predict mediation models by multiple regression or logistic regression.
Before proceeding to the application, readers must download the Process Macro
application as an add-on to the SPSS program. This program, which can be
downloaded free of charge from http://processmacro.org, is constantly being
developed and there are minor differences in each version. At the time of
publishing this book, the latest version is Process v3.4. All explanations in the
book will be made according to this version. After the plug-in is downloaded to
the SPSS program, it can be switched to the SPSS application.

Downloading the plugin:

N\
The PROCESS macro for SPSS, SAS, and R

The http://processmacro.org address is accessed and the
“DOWNLOAD?” tab is clicked

ATTENTIOMN: MacOSs "Catalina” users: There is a bug in the latest release of MacOS related to file access permissions
that also affects SPSS. It has nothing to do with PROCESS or its operation en the Mac or SPS5. Consult your local tech
support parson for advice, Hore is a video that might be halpful in salving your problem.

Click on the "Download PROCESS v3.4" tab in the
middle of the opened page.

This site uses cookies to personalize your experience, analyze site usage,

When the PROCESS v3.4 version is installed, the Zip file
is displayed at the bottom left of the window. The
downloaded zip file is extracted to the folder.

B ewcoss ot 0

E [EM S s 20 License Autho..

SPSS program is run as administrator.
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Utiliies  Add-ons  Window  Help

= variables... fﬁ] \@ ‘ %

= OMS Control Panel...

Custom Dialogs H Install Custom Dialog... E
amm ?a'n-s-ﬁ;lh-Eﬂﬁak‘é“““““““.ﬁ" ____________________________ H

In the SPSS program "Utilities/CustomDialogs/
The "Install Custom Dialog" option is checked.

@ Open a Dialeg Specification

Lookin: |  Custom dialog builder file

: @ process.spd

.

In the window that opens, select the "process.spd” file in
the Zip file that was extracted to the folder and press the
"OK" button.

Analyze  Direct Marketing Graphs  Ulilities  Add-ons  Window  Help

= B B
Descriptive Statistics y B B e L (e
Custom Taples b
Compare Means b var var var
General Linear Model L
Generalized Linear Models L4
Mixed Models 2
omelate L

SO eeeeeeeegeeed | [ Automatic Linear Modeling...

Loglinear \ » [l Linear..
A ' B curve Estimation...
Classi » ~
y @ Partial Least Squares...
Dimension Reduction P persrsssssssssssssssssssssssssssssssss :
*  PROCESS V3.4 by Andrew F. Hayes .
Seale L :

When the installation process is completed successfully. the
"Analyze/Regression/PROCESS v3.4 by Andrew F. Hayes"
tab will appear on the screen.

Figure 5.12. Images of installing Process Macro
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MEDIATION ANALYSIS WITH SPSS

As the readers will remember, for both the causal steps approach proposed by
Baron and Kenny [5] and the structural equation modeling for the effect of
the mediator variable, the research question was: “Does self-efficacy have a
mediating role in the effect of the transformational leadership on the perception
of social support?” We will continue our analysis using the same research
question.

First of all, we open the “Data -3.sav” file (You can access this file at www.
indataanalysis.com).

Let’s recall the model for our research question:

M
Self -Efficacy
X
Transformational > . Y
leadership Social Support

Figure 5.13. Research Model

We will analyze the mediation effect with the Process Macro proposed by
Andrew F. Hayes. For this, the following steps will be followed.
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“Analyze ---> Regression ----> PROCESS v3.4 by Andrew F. Hayes”
option is clicked.

Analyze ___l;l_i_ractgarkaling Graphs  Utilities  Add-ons  Window  Help

Reports g v 3 = EZ BEEE L
De saipmm ¢ *@ M % ceeel e
Custom Taples b

Compare Means b var | var ' var
General Linear Model b

Generalized Linear Models b

Mixed Models r

Correlate |

Regression ¥ | [E Automatic Linear Modeling..

Loglinear " | Linear...

Neural Noworks . [E curve Estimation...

Classly ' @ Partial Leagt Squares...

Dimension Reduction 4
P 4 F.
Srale N ROCESS v3.4 by Andrew F. Hayes

Figure 5.14. SPSS “Analyze” Screen

In the window that opens, we assign the relevant variables.

13 prROCESSV34 b

Varables: ¥ variable:

& LeaderSuppon % [ secalsupport I The dependent wariable is
) transferred to this section. In
. o X variable
ﬁff }_ﬂgdf,; T{mbe} % | [ TranstorLeader _@] our research, the “Secial
Secrion is serio s Mediatorts) b: Support T variable s
On this screen, there are & sumncay transferred o this section.
the num bers afthe model - . . .
created in the research. > The mde?mda.lt var}able 1=
There are 92 diferent transferred to this section. The
= e : =hip"
models in the PROCESS B ————————— Tr.an sf . ational lead P
V3.4 version of Hayes o variable is transferred to this
. : section.
fioder numbert -
P . The mediator wvariable is
L , . .
= - transferred to this section. In
. } IModerator variable W: our research. the “Social
N - : :
E':;‘r:lnl:".aer'wi' bootstrap samples — L Supp ot variable is
! Moderator variable Z- transferred to this section.
| Save bootsirap estimates »
"] Bootstrap inference for model coeflicents Do not use PASTE button
(Lox J(aste | meset | (cancet [ e |

Figure 5.15. SPSS “Process Macro” Screen
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After all processes are completed, the “Options” tab is checked.

ta x
Show iance matrix of reg i fficient: t ]
G Eina intarach |None =~ On the screen that opens;
H { Decimal places in output - Show total effect model
<[ Show total effect model (only models 4, 6, 80, 81, 82) & - - ~
J i ~| fonly models 4, & 80, 81
Pairwise contrasts of indirect effects 7 ]
M » and cor 82)
¥ Effedt size (mediation-only models) :
< ized coeficients (mediation-only models) - Effect sie (mediation-only
p modeis)
< IR R LI TR D) Probe interactions... I
Mean center for construction of products ifp=<.10 -
@ Mo centering - Standardized coefficients

Conditioning values
@ 16th, 50th, 84th percentiles
©-1SD, Mean, +15D

(mediation-only models)

© Al variables thal define products
) Only continuous variables that define products
are selected.
Johnson-Neyman output Press  the "Continue”

Many options available in PROCESS through command button.

syniax are not available through this dialog box. See
Appendices A and B of hitp:iwww.guilford com/phayes3

Figure 5.16. SPSS “Process Macro” Screen

Because the bootstrap method is used to calculate standard errors and
confidence intervals, it may take some time for the outputs to occur. The
interpretation and reporting of the outputs after they appear on the screen are
explained separately in each table below.
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When the above outputs are examined, it is seen that the independent
variable, transformational leadership, affects the mediator variable, namely
self-efficacy, significantly and positively (B = 1.1213, 95% CI [LLCI= 0.8622,
ULCI=1.3803],t=8.5319, p<0.001). It is concluded that the effect is significant
because the confidence interval for the effect (LLCI= .8622, ULCI=1.3803)
does not include zero (0). Transformational leadership explains 25.38% of the
variance in the change in self-efficacy in employees (R* =0.2583).

Table 5.12. Results showing the effect of the independent variable
(Transformational Leader) on the mediating variable (Self-Efficacy)

LR R R R R R R
Model : 4§ =——s Model number of the study

T : SocialSu

X : Transfor Vartables included in the research

M : SelfBffi

Sample
Size: 216 —— Saniple Size

R R R R R R R R R R R R R R e
CUICCME VARIABLE:
SelfEffi L
Explained vartance Significance of
sodel Summary ’—I—l the model
oQe | Iy
R . uSE F dfl df2 f |
5038 44,7410 72,7931 1,0000 214,0000
Non-standardized beta coefficient
Model
coeff t ULCI
constant 22.1136 11, 1687
Transfor 11,1213 ¢ L1314 8,5319
Pﬂﬂl ﬂ‘ --------------
Standardized c‘ceffic:ents I?m ?ﬂ'mmaf on M is 95% CT, confidence
coeff X significan interval
Transfor 8 s Standardized beta

cogfficient

(2 R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R RERR R RRRRRERERRERRRRRRERER
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When the above outputs are examined, it is seen that the independent
variable, transformational leadership, has a significant and positive effect on the
dependent variable, namely the perception of social support (B = 0.2036, 95%
CI [LLCI=0.0718, ULCI=0.3355], t = 3.0441, p <.05). It is concluded that the
effect is significant because the confidence interval for the effect (LLCI=0.0718,
ULCI=0.3355) does not include zero (0). In addition, the results on the effect
of self-efficacy, which is the mediating variable, on the perception of social
support, which is the independent variable, are also seen in the same output. The
findings reveal that the effect of self-efficacy on the perception of social support
is significant and positive (f = 0.0838, 95% CI [LLCI= 0.0246, ULCI=0.1431], t
= 2.788, p <.05). Transformational leadership and self-efficacy explain 13.87%
of the variance of the change in perception of social support in employees (R?
=0.1387).

Table 5.13. Results showing the effect of the independent variable
(Transformational Leadership) and mediator variable (Self-Efficacy) on
the dependent variable (Perception of Social Support) (path b and ¢”):

--------------------------------------------------------------------------

QUTCOME VARIABLE:

SocialSu
Explained variance
Model Summary
R MSE F dfl df2 e
., 3724 8,6485 17,1529 2,0000 213,0000 , 0000
Model
coeff se t
constant s_s_‘_z_;__s_-g_: 1,0853 7,5552
Transfor §,233€E ,DEEY 3,0441
SelfEffi Path ¢}, 0838 ; ,0301 2,7888
Pﬂ:ﬂl b Non-standardized betn cogffictent
Standardized coefficients I{uﬁc_'ﬂmr the 95% CT, confidence interval
JGosfE significance of the
Transfor i,2241 effect

: :—h Standardized beta coefficient
SelfEffi i,2053 ;1
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Table 5.14. Results showing the Total effect of the

independent variable

(Transformative Leader) on the dependent variable (Perception of Social Support)

(path c):

OQUTCCOME VARIABLE:

Socialsu
Explained variance
Model Summary
R MSE F dfl
;3275 B,9234 25,7139 1, 0000
Model
=& t P
constant , 8842 11,4546
Transfor H a97&: , 0587 5,07089
* Pﬂﬂlg:_h Non-srtlmdmﬂr'zed beta
Standardized ccéihcmntgoemaem Indicates the
coaff significance of

Transfor

8,3857

df2 P

214, 0000 , 0000

ULCI
11,8716

LLICI

953% CT, confidence
interval

When the above outputs are examined, it is seen that the total effect of the

independent variable, transformational leadership, on the dependent variable,

that is, the perception of social support, is significant and positive (p = 0.2976,
95% CI [LLCI= 0.1819, ULCI=0.4133], t = 5.0709, p < 0.001). It is concluded
that the effect is significant since the confidence interval for the effect (LLCI=
0.1819, ULCI=0.4133) does not include zero (0). Transformational leadership
explains 10.73% of the variance of the change in the perception of social support

in employees (R*=0.1073).
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Table 5.15. Results showing the direct effect, indirect effect and total effect of the
independent variable (Transformational Leadership) on the dependent variable (Per-
ception of Social Support) (paths ¢’, ab and c):

""""""" TOTAL, DIRECT, AND INDIRECT EFFECTS OF X ON Y #4ddddaadddass

Total effect of X on ¥

=z t P LICI ULCI c_p= c_c
, 0587 5, 0708 » 0000 , 1818 , 4133 , 0044 + 3275
ety

S Path ¢

Dizrect effect of X on ¥

;EEfmct.. .1 t P LLCI ULCI c'_ps c'_ca
;2-'35 L DEEY 3, 0441 L0028 L0718 , 3355 ,Dede L2241
" Path ¢
Indizrect effect(s) of X en ¥:
Fhfack.., BootSE  RogRUSR....RestHIGT, Confidence interval for
SEMEEEL L 0ed0 B O REET e tIETE indiect effect
™\ Indirect Effect {ab)
Partially standardized indirect effect(s) of X on ¥:
Effect BootSE BootLLCI BootULCI

SelfEffi , 0298 L0117 L0086 L0544

Completely standardized indirect effect(s) of X on ¥:

%3 21 BootSE BootLLCI ootULCI
SelfEffi Po,l034 ; L0404 L0287 1801
............. "AEEM.S‘I;&
Wk Rk Rk Wk kR whkk PMATYETS NOTES AND ERRORS #ddddddid AR R R o

Level of {.:.Jnf;:lenr:e for all confidence intervals in output:

%"‘Imﬁmm the confidence mterval
N,;.-,J;g;-;u,g bootatrap samplea for percentile bootatrap confidence intervala:
bunioeees s Number of resamples (Bootstrap)

The outputs above show the data with which the research hypothesis was
tested as well as the results. The decision about whether self-efficacy mediates
the effect of transformational leadership on the perception of social support is
made according to the results of the indirect effect. Accordingly, the indirect
effect of transformational leadership on the perception of social support is B
= 0.094 (Indirect effect) and the confidence interval does not include zero (0)
(BootLLCI= 0.0255, BootULCI=0.1733), indicating that self-efficacy plays a
mediating role in the effect of transformational leadership on the perception of
social support. The mediation effect is close to the low effect size (R? =0.1034).

In the light of these findings, the research hypothesis was supported.

Note: Preacher and Kelley [28] stated that if the standardized effect size of the
mediator variable is close to 0.25, there is a high effect, if it is close to 0.9, there
1s a medium effect, and if it is close to 0.1, there is a low effect.
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REPORTING RESEARCH FINDINGS

The causal steps approach proposed by Baron and Kenny [5] is commonly
used in testing mediating hypotheses. However, the extant empirical literature
indicates that this approach does not give strong enough statistical values and
has many potential shortcomings [7,8,12,14]. For this reason, ‘“Process Macro”
software, which is a contemporary approach developed by Hayes [8] as an
add-on to SPSS, was used to test the research hypotheses. In the Process Macro
method, 5000 resampling options were preferred with the bootstrap technique.
The regression results are presented in Table 5.16.

Table 5.16. Regression Results

Effects Standardized

Beta SE LLCI - ULLC
TL-> Social Support .2036%* 0669  .0718, .3355
TL - Self-Efficacy 1.1213*** 1314  .8622, 1.3803
Self-Efficacy = Social Support .0838%** .0301  .0246, .1431
Indirect Effect (TL - SE - SS) .0940%** 0370  .0255, .1733

Note: TL; Transformational Leadership, SE; Self-Efficacy, SS; Perception of
Social Support

When Table 5.16 is examined, it can be seen that transformational leadership
(B=0.2036**, 95% CI=[0.0718, 0.3355], t=3.0441, p <0.05) and self-efficacy
(B = 0.0838**, 95% CI=[0.0246, 0.1431]), t=2.7888, p <0.05) seem to affect
the perception of social support in a significant and positive way. In addition
to these findings, it is determined that the indirect effect of transformational
leadership on the perception of social support is significant, and therefore, self-
efficacy plays a mediation role in the relationship between transformational
leadership and social support (f = 0.0940***, SE =0.0370, p <0.05, 95%). BCA
CI =10.0255, 0.1733]. The standardized effect size of the mediation is 0.1034.
Accordingly, the mediation effect in the tested model is close to the low effect
value [28], which supports the research hypothesis.
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CHAPTER 6

ANALYSIS OF THE MODERATOR
VARIABLE EFFECT

Introduction

tatistically, it can be said that the moderator variable is synonymous with

“interaction” because the interaction between the independent and the

dependent variable changes through the moderator variable. Therefore,
the effect of the independent variable on the dependent variable depends on the
power/magnitude of the moderator variable [1]. Based on this information, it
can be said that the independent variable has an effect on the dependent variable,
although this effect varies according to the size of the moderator variable. For
example, consider the relationship between workload (X), job stress (Y), and
leader support (W). According to one hypothesis for the moderator variable, the
workload of the employees causes work stress and there is a causal relationship
between the two variables. On the other hand, it is expected that an employee
with high leader support will have low job stress, whereas an employee with low
leader support will have high job stress. In other words, the effect of workload
on work stress varies according to the level of leader support. As seen in this
example, leader support has a moderating effect on the relationship between
workload and work stress.

You may remember that the hypotheses for the mediator variable were
based on the assumption that the independent variable affected the mediator
variable, and as a result, the dependent variable was affected. In the example
given above, we do not assume that workload affects leader support, and as a
result, job stress is affected. Instead, we hypothesize that there is a direct causal
relationship between workload and stress, and that leader support modifies the
strength of the workload-stress relationship. Therefore, leader support is not a
mediator but a moderator of the relationship between workload and work stress.
As can be seen, this moderator variable and the mediator variable are different
concepts. The purpose of this introduction is to state as clearly as possible the
conceptual distinction between the mediator and moderator variables. Thus,
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researchers will be able to easily determine whether the third variable is a
mediator or moderator variable.

An example of a model created for the moderator variable is presented
below:

“.'
Age Gender,
Commitment, Leadership
Support, etc.

Figure 6.1. Simple Moderation Model

Although the model established here states that the relationship between
two variables differs according to the level of a third variable, it is also possible to
construct higher-level interactive models that include more than one moderator
variable (models that include two or more moderator variables). However, to
preserve simplicity in our book, this will be explained through simple models.

As seen in the model above, the moderator variable is a qualitative (e.g.,
gender, race, class, income level) or quantitative (e.g., commitment, leader
support) variable that affects the direction and/or strength of the relationship
between the dependent and independent variables. The moderator variable can
strengthen, weaken, or change the direction of this relationship. In addition,
the moderator variable specifies when or under what conditions a particular
effect may change. With the inclusion of the moderator variable in the model,
researchers have the opportunity to further investigate the relationship between
the independent and dependent variables.

The moderator variable could be continuous (age, income, height, etc.)
or categorical (gender, marital status, education, etc.). Demographic variables
(gender, marital status, education level, etc.) are examined as moderator
variables in social science research. Before proceeding to the example, it
would be useful to give information about the statistical measurements of the
moderator effect.
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Figure 6.2. Simple Moderation Model

As will be remembered, the theoretical model for the moderator variable
is presented above. The statistical representation of this theoretical model is
presented below.

X a

W b > Y
/

X. W

Figure 6.3. Statistical Representation

When the statistical representation is examined, it is seen that three
variables explain the dependent variable (Y). These are the independent variable
(X), the moderator variable (W), and the interaction variables (X.W) formed by
the multiplicative effect of the dependent variable and the moderator variable.
The regression equation describing the independent variable is as follows:
Y=i+pB,X+LW+LXW+e

The interaction variable (X.W) is created by the multiplicative effect of the
dependent variable (X) and the moderator variable (W). The interaction variable
is important in detecting the existence of the moderator variable. If the effect of
the interaction variable on the dependent variable is significant, it can be said to
have a moderation effect. In this case, the effect of the independent variable on the
dependent variable will be shaped in the presence of the moderator variable. In
other words, as the moderator variable (W) takes different values (low, medium,
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high), the effect of the independent variable on the dependent variable will also
change according to these values. The important thing here is that the values of
the dependent variable (X) and the mediator variable (W) should be centralized
or standardized (z score) to reduce multicollinearity and facilitate interpretation
[1]. Centralization can be performed using the scale function, which subtracts
the mean of a variable from each value of that variable. Standardization is
performed by subtracting the mean from the value of the variable and dividing
the obtained value by the standard error. In the absence of standardization or
centralization, the results will not be valid. It is important to note that categorical
data does not need to be centralized or standardized (z score).

The test stages of the model created for the moderator variable consist of
the following four basic steps:

- The values of the independent variable (X) and the moderator variable
(W) are centralized or standardized (z score).

- The interactional variable (X.W) is created by the multiplicative effect of
the independent variable (X) and the moderator variable (W).

- The effect of the interactional variable on the dependent variable is
controlled by performing analyses. If the effect is significant, it can be mentioned
that there is a moderator variable.

- If the moderation effect is significant, slope analyses are performed and
the results are reported graphically.

Several programs such as SPSS, AMOS, and LISREL can be used to test
models for the moderator variable. In our book, the moderation effect analyses
performed in SPSS (linear regression and PROCESS Macro) and AMOS
programs will be explained. Researchers can choose any of these three methods.
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MODERATION EFFECT ANALYSIS WITH REGRESSION

To confirm the existence of a third variable that has a moderator effect on the
relationship between the two variables, we should test whether the nature of
this relationship changes as the values of the moderator variable change. This
is performed by adding an interaction effect to the model and checking whether
such an interaction is indeed significant. Linear regression is the most common
way to test moderation. Many researchers prefer this method because it is simple
and understandable.

The procedures are carried out in the order specified below and the findings
are reported:

1. First, the values of the independent variable (X) and moderator variable
(W) need to be centralized or standardized (z score) to facilitate interpretation
and reduce the problem of multicollinearity. Categorical data do not need to be
centralized or standardized (z-score), but categorical data should be puppeted.

2. The interactional variable (X.W) is formed by the multiplicative effect
of the independent variable (X) and the moderator variable (W).

3. The effect of the interactional variable on the dependent variable is
checked by performing analyses. If the effect is significant, the presence of a
moderator variable could be mentioned.

4. If the moderation effect is significant, slope analyses are performed and
the results are reported graphically.

If the independent and moderator variable are not significant with the
addition of the interaction term, full modulation has occurred. If the independent
and moderator variable are significant with the added interaction term, then the
modulation effect has occurred, but the main effects are also significant.
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MODERATION ANALYSIS WITH SPSS

Research hypothesis: Does leader support have a moderator role in the effect of
self-efficacy on the perception of social support?
Our research model is presented below:

Leader
Support
Self Efficacy v SSOCIait
uppo

Figure 6.4. Research Model

The statistical representation of our research hypothesis is presented below:

Self
Efficacy
Leader > Social
Support Support
X. W

Figure 6.5. Research Model Statistical Representation

Let’s briefly recall the procedures that need to be performed so that we can
our research hypothesis:

- First, we will centralize or standardize (z score) the values of the
dependent variable (Self-Efficacy) and moderator variable (Leader Support) to
facilitate interpretation and reduce the problem of multicollinearity.

- In the second stage, we will create an interaction variable (X.W) with the
multiplicative effect of the dependent variable (Self-Efficacy) and the moderator
variable (Leader Support).
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- We will control the effect of the interactional variable on the dependent
variable (Perception of Social Support) by performing the analyses. If the effect
is significant, we will validate our hypothesis and report the findings.

For regression analysis, we first open the “Data-3.sav” file (You can access
this file from www.indataanalysis.com).

1- Before proceeding to hierarchical regression analysis, we will first
standardize (z score) the values of the dependent variable (Self-Efficacy) and
the moderator variable (Leader Support).

We follow the steps below in the “Data-3.sav” file that we have opened.:
Analyze ---> Descriptive Statistics ----> Descriptives....

t‘! VeriSeti-3.zav [DataSet1] - [BM SPSS Statistics Data Editor
file Edit View Data Transform Analjze DirectMarketing Graphs  Ulilities Add-ons  Windo

/ Reports k

(-—_'j i f];], | P
SHE& e O LT
1

Custom Tables L

rlii] Descriptives...
|Dﬁnu$ttirﬁc(iLide YrEDest|  Compare Means @/ "
- [ | % Explore...

Figure 6.6. SPSS “Analyze” screen

On the screen that opens, the dependent variable and the moderator
variable are transferred to the “Variable(s)” box, the “Save standardized values
as variables” box is checked, and finally, the “OK” button is pressed.

13 Concrptnn ] 8 Dmosptiom ¥
) e it} e
& Transke ks i & Tranalon aace &L
& Leatirtuspent e | & SocEiuspon A SRy - O
#F SonuSepeen |esmawae. | [orr—
o Semmoag ————
ht [}
Save plandwaged R 38 anatisy o Save stancaogen gifes as anasies ]
L] e [maam) (cancel] [ | Lo ) [ asm || Buum | [cances] wote |

Figure 6.7. “Descriptive” screen

After completing this process, the following screen will be displayed in the
“data view” window of SPSS.
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ﬁ‘g *Diata-3.sav [DataSet]] - IBM SPSS Statistics Data Editor
File Edit View Data Transform Anahze DireciMarketing Graphs Ulilities Add-gns  Window  Help

FSHE D «« Bl A %S BoE

TransforLeader | LeaderSupport  SocialSupport SerFEIﬁcacge--“El:;;t;e-ré;;;ﬂ:; -------- Eé;ﬁf;l;;;;““;
1 7 20 16 43 45960 57549
2 17 20 15 4:. A5960 5?54'35
3 17 14 16 41 -, 98691 316605
4 20 1 12 50 71017 1,481608
5 8 10 13 25 -1,95126 -1,754508
6 19 13 7 45 -1,22800 83438
7 8 19 12 sl 21851 1481602
8 16 17 15 1 -, 26366 187165
9 20 10 10 SCE -1,95126 1 %81605
10 16 15 13 - R |- IR, -, ]

Figure 6.8. “Data View” screen

As can be observed here, the values of the dependent variable (Self-
Efficacy) and the moderator variable (Leader Support) are standardized (z
score). We will perform our subsequent analysis with these data.

2- In the second step, we will create an interaction variable (X.W) with
the multiplicative effect of the independent variable (Self-Efficacy) and the
moderator variable (Leader Support).

Transform ---> Compute Variable....

#8 *VeriSeti-3.sav [DataSet1] - IBM SPSS Statistics Data Editor

sile Edit View Data /Iransform Analyze  Direct Marketing

Fj H { ) gomwteVariable...«—@
| -

Programmability Transformation...

Name —

Figure 6.9. SPSS “Transform” screen

On the screen that opens, the name to be given to the interaction variable
is denoted in the “Target Variable” section, the dependent variable and the
moderator variable are transferred to the “Numeric Expression” box (with a *
cross between the two variables), and finally, the “OK” button is clicked.



ANALYSIS OF THE MODERATOR VARIABLE EFFECT ¢ 4 181

2 ComputeVarisble 111 this section, write the name you wantto give to the interaction variablex
to be created..

Target Vanable/

MNumeric Expression:

Intvariable &

& LeaderSupport

& SocialSupport

& SeffEfficacy

.¢9 Zscore(LeaderSupp[
& Zscore(SelfEflicacy) 77

By double-clicking on
therelevant variables
they are transferred to
the "Numeric
Expression" box.

A

ZLeaderSupport*ZSelfEfficacy

Note that we put a cross * sign between
the variables in the created formula.

)

Function group:

Al -
Arithmetic

CDF & Noncentral CDF
Conversion

Current Date/Time
Date Arithmetic

Date Creation

Functions and Special V

| $Casenum

=l

Figure 6.10. “Compute Variable” screen

Figure 6.11. “Data View” screen

After completing this process, the following screen will appear in
“Data View” window of SPSS.
#8 “Data-Zsaw [DataSerl] - [BM PSS Seatistics Data Editor
Eile Edt Vew Dala Transform Analze Direc Markebing Graphs Umibes  Addons  Window  Help
= —Tr T
SHE M e~ Bl RS B 00
TransforLeacer  LoaderSupport y & T mvonabe
1 17 2 16 43 45550 57549 8 E-H
2 17 2 15 43 45560 57549 8 261
3 17 1 16 4 - 58691 31650 & ¥TH
4 20 " 12 50 AT 148160 § 253}
5 8 0 13 % 185126 A.75450 8 3428
5 19 1 7 45 1.22800 53438 § EX-H
7 3 19 12 50 21851 148150 % 2.
8 16 17 15 40 DEIEE 18716 5 -.05:
3 20 10 10 50 55126 148160 § 283}
10 16 1% 13 49 74583 138215 8 RH
1 17 ] 20 40 W77 RETatH R
12 19 15 16 43 - T4583 57549 E - 4318

the

Note that a new variable has been created here. We will perform our next

analysis with these data.

3- By performing the analysis, we will control the effect of the interaction

variable on the independent variable. If the effect is significant, our hypothesis
will be validated.
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Analyze ---> Regression ---> Linear....

@ “VeriSeti-3.sav [DataSet1] - IBM SP55 Statistics Data Editor

File  Edit  View Data JTransform , Analyze  DirectMarketing Graphs  Utiities  Add-gns  Window  Help

= = i—a ,Q - = Repors » E j E :b j al |
E H i"_'] ] Descriptive Statistics .- «“ e H (4
|9: 1 Custom Taples »
DonistiracltT;  LiderDed  Gompare Means b liderDestegi ZSosyalDestekAlgisi
1 L General Linear Model b AS960 ATTS:
2 L Generalized Linear Models ’ 45960 1608;
3 7 Mized Models » - 98691 ATT
4 20 Cormelate 3 -.71017 - T901!
: @--} Regression b | [E automatic Linear Mode)
- y Laglinear ' [ Eunear.
Neural Networks (N i

Figure 6.12. SPSS “Analyze” screen

On the screen that opens, we perform our process consisting of three stages:

18 Liness Regression kS Stage ].
7 T el anmmll The dependent variable is
& LeadwSugesn [y 6,,". (., ) [Ej > .
A I | assigned.
4 y @ T <Nyt ” s selected
ity [# 2scoreisemmeacy iz ]
EY) /:.{—‘!lﬂ-‘—) Standardized independent variable
Yoo Entor w .
i Note: After selecting ‘“Next”, the
M\ e Independent(s) screen will be
[1_! oo ' blank. In the second stage,
i:i[iﬁ—@ standardized  moderator and
ok (Bast | (Bese] [carcai)

independent variables are
assigned to this screen.

Figure 6.13. “Linear Regression” screen

K@ Linus Fagemmsion %
Stage 2
Far . R .
7 swemn ) } e After all assignments are made, “Next™ is
;;:x;ix:.?—i;:‘ﬁ.; , isbens_ selected.
iy y e |
PR =—— Standardized independent variable and
@ moderator variable are assigned.
[ = Erte =
[ [ ] Note that it is Block 2 of 2,
) e . After selecting “Next™, the Independent(s)
g screen that appears will be blank.
(Lo (e | esm | [canen| v |

Figure 6.14. “Linear Regression” screen
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Step 3

In the third stage, all variables including the
interaction wariable, are included in the
model and the assignment of the vanables is
made.

Note that it is Block 3 of 3,

“0K” is selected and SPSS outputs are
interpreted.

Figure 6.15. “Linear Regression” screen

SPSS outputs are as follows.

Table 6.6. Model Summary Table

MMIG SANTY ...
Adjusted R Std. Ermor of
R R Square Square thie Estimate
318? A0 097 2,997
375® 140 132 2,038
43¢ a3 Jda1 2,854

a, Pradictors: (Constant), Zscore(SefEMcacy)

b. Predictors: (Constant), Zscore(SelfEficacy), Zscore
(LeaderSupport)

¢. Predictors: (Constant), Zscore(SelfEMcacy), Zscore
(LeaderSupport), Infvariable

This table provides summary information about hierarchical regression
analysis:

Model 1: 1f you remember, in the first step of the hierarchical regression
analysis, we checked for the effect of self-efficacy on the perception of social
support. The results of Model 1 are for this analysis. Model 1 shows that the
effect of self-efficacy on the dependent variable (perception of social support) is
=0.097 and explains 10.1% of the change in the dependent variable (R* value
is 0.101).

Model 2: In the second step of the hierarchical regression analysis, the
effect of self-efficacy and leader support on the perception of social support was
examined. The results of Model 2 are for this analysis. Model 2 shows that the
effect of self-efficacy and leader support on the dependent variable (perception
of social support) is f=0.132 and explains 14% of the change in the dependent
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variable (R? value is 0.140). Compared to the previous model (Model 1), Leader
support seems to contribute an additional 3.9% in explaining the change in the
dependent variable.

Model 3: In the third step of the hierarchical regression analysis, we
included an interactional variable in the analysis. Thus, in Model 3, the effects of
the independent variable (self-efficacy), the regulatory variable (leader support),
and the interaction variable [Zscore(Leader Support)*Zscore(OzEfficacy)]
on the dependent variable (perception of social support) were examined. The
analysis results show that this effect is f=0.181 and explains 19.3% of the
change in the dependent variable (R? value is 0.193). Compared to the previous
model (Model 2), it is seen that the interaction variable contributes an additional
3.9% to the explanation of the change in the dependent variable. Model 3 is
the most important part of this table, as it shows how much of the variance in
the dependent variable is explained by the interaction variable. Thus, in our
analysis, the first condition for mentioning the moderation effect is that the
interaction variable explains the variance in the dependent variable. Next, the
significance of the effect of the moderator variable should be examined. The
next table (Table 6.7) provides information to researchers on this subject.

Table 6.7. ANOVA Table
ANOWVA?
T e e T
Model Squares dif Mean Square F Sig
1 Regression 216,574 1 216,574 | 24108 oog®
Residual 1922487 M4 8,984
Total 2139060 215
2 Regression 300,034 2 150,017 17,375 Jooo®
Raesidual 1839026 M3 8634
Todal 2139060 215
i Regression 411,896 3 137,244 16,853 ooo?
Rasidual 1727164 M2 147
Total 2139060 215

2. Dapandent Variable: SocialSuppor

b. Pradictors: (Constant), Zscore(SeEMcacy)

¢. Prediclors: (Constany, Zscore(SelEMeacy), Zscora(LeaderSupport)

d. Predictors: (Constant), Zscore(SelfEfMcacy), Zscora(LeaderSupport), Infvariable

The table above is the ANOVA table showing the significant results of the
models included in the hierarchical regression analysis. In the ANOVA table, if
the Sig. values are less than 0.05, it is considered that the variables included in
the regression model (recall that different variables were included in the analysis
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in all three models) explain the variance in the dependent variable very well.
Sig. values are p = 0.001 (rightmost column). Accordingly, all three models are
statistically significant.

Table 6.8. Coeeficients Table

Coefficients®

: H Standardized . .

1 Unstandardizdd Coefficients | Coefficients H H

Model : B §1. Error Beta t = sig s
1 (Constant) - 14,492 204 71,063 000 |:
Zscore(SelfEfficacy) o 1,004 ,204 318 4,910a 000 |2

2 (Gonstant E 14,492 200 72,4881 000 |
Zscore(SelfEfficacy) E J73 214 245 3,61 SE 000 H
Zscore(LeaderSupport) J 664 214 211 31097 002 E

3 (Constant) 1 14,260 204 69,874 000 |3
Zscore(SelfEfficacy) k 918 211 291 4,345. 000 .
Zscore(LeaderSupport) 3 691 208 219 3324 001 |
IntVariahle - 671 A8 234 3,705n 000 E

a. Dependent Variable: SocialSupport

Thisisthetable with the data we will use inreporting. Regression coefficients
are located in column “B”, which is the sub-column of the “Unstandardized
Coefficients” column. The rightmost “Sig.” column shows the significance of
the effect. Accordingly, when Model 3, which includes the interaction variable
and the last stage of hierarchical regression analysis, is examined, it can be seen
that the effects of self-efficacy (f=0.918, p<0.001), leader support (=0.691,
p<0.05), and the interaction variable (f=0.671, p<0.001) on the perception of
social support are significant and positive.

In addition to these findings, researchers are expected to graphically
show the effect of the moderator variable in their articles or theses. To do this,
a suitable approach would be to create the Slope graph proposed by Aiken
and West [2]. However, there is no macro for graphical display in SPSS (The
moderation effect will be explained with the Hayes method in the following
sections. There is a macro for graphical display in this method). Therefore, the
graphical representation will be made with “Microsoft Excel”. Although many
files have been prepared for this purpose and are available online, the Excel file
at http://www.jeremydawson.co.uk/slopes.htm will be used in this part of our
book. When the relevant web page is accessed, the following screen will be
displayed at the bottom of the web page. On this screen, there are many “Excel”
files but the “2-way standardised.xls” file is downloaded.
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Legacy versions of Excel tzmplates

Plemusly some differ:nt versions of the linear interaction Iemplate were available on this page. | strongly recommend using the above

N varrians e pee ant Io see one of the DI:IP_I [Iegacv} \rErslnns ¥ou can click on the apprupuale file: unstandardlsed s 2-

Figure 6.16. File download image

When file is opened, the Beta values obtained are assigned to the relevant

sections
Table 6.9. Slope Chart Creation Table
This worksheot pAots two-way interscton offects for standardsed varables. For further Sl WA e A
:memlam‘:::-mwrmnlmn In dent va?:i.a_ble ‘F\“ Internet address
Wariable names:
Hame of ndependent varalle. Sel-eMcacy 5 -
Fama of modersier TransLeager )
4.5 1
U BB TERT S RS B0 C0ad Ml biila :
g pengent g le 0281 A
Hoderator 0218 + 3 .
IrRaracon 024X
ntercect ! Constant H —+— Low TrasaL sader
> ——————+
Dependent iw‘nle,/’ } - - High Triil rede
-
Low Self-efficacy High Selfefcacy
Coefficientg”
Standardizad
Unstandardized Coefigignt Coeflicients
Model B Std_ gryor Bela 1 Sig.
1 (Constant) 14,492 20 71,063 000
Zscore(0zeterliliky 1,004 20 g 4810 J0oo
2 (Constant) 14,482 20 72,488 000
Zscore(OzYeterliliky d73 21 245 3815 .00g
Zseore(LiderDestaji) 664 21 211 3108 002
3 (Constant) 14,260 20 69,874 0o
Zgcore(0zYeterlilik) a18 21 »291 4,345 .ooo
Zscora(LiderDestagi) 691 a4 219 3324 001
EtkilDeagisken 71 1314 234 3,705 000

a. Dependent Variable: SosyalDestekalgis

Note here that the Intercept/Constant value is set to 3. Our Constant value
is 14.260. However, when we assign this value in the relevant place, the graph
goes off the screen. Therefore, a value of 3 is assigned. The main reason for
this situation is that although the Excel file was prepared for 5-point Likert-type
scales, the variables in our study were measured with a 7-point Likert-type scale.
Setting the Intercept/Constant value to 3 in this sense does not cause errors in the
interpretation of the findings visually. The main purpose is to provide readers
with a graphical representation of the moderation effect.
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REPORTING RESEARCH FINDINGS

Hierarchical regression analysis was conducted to determine the moderator
role of leader support in the effect of self-efficacy on the perception of social
support. To test our hypotheses, the independent variable and moderator variable
were firstly standardized and then the interaction variable was created using + 1
standard deviation [2]. The three-step regression analysis is as follows:

In the first step, the primary effect of self-efficacy on the perception of
social support was examined. In the second step, the leader support variable
was included in the analysis, and in the third step, the interaction variable was
also included in the model and the moderation effect of the leader support was
examined. The reason why the interaction variable was included in the model
last was to determine how much of the variance the interaction variable explains
the dependent variable, in addition to the independent and moderation variable
included in the analysis in the previous step. If the interaction variable included
in the model is statistically significant and contributes to explaining the variance
in the dependent variable, it could be said to have a moderation effect. The
results are presented in Table 6.10.

Table 6.10. Regression Results

Perception of Social Support

Model 1 Model 2 Model 3

Self-Efficacy 1.004%%%  0773%%% 091§k
Leader Support 0.664%% 0.691%%
Self-Efficacy * Leader Support 0.671%%*
R 0.097 0.132 0.181

F 24.108%*%  ]7.375%%% 16.853%%*

In the third stage of the regression analysis to determine the moderation
effect, the interaction variable (Self-Efficacy*Leader Support) was included in
the regression model (Model 3), as suggested by Baron and Kenny [3]. The
interactional variable has a positive and significant effect on the perception of
social support (B =0.671, p<0.001).

To better explain the interaction patterns, a simple slope plot of the high (1
SD) and low (—1SD) levels of the moderation variable, leader support, was drawn
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using the standardized regression coefficients (B) in the regression equation [2,4].
This procedure aims to provide less biased regression coefficients for measuring
the moderator variable effect. The simple slope graph of the moderator effect of
leader support on the effect of self-efficacy on the perception of social support
is presented in Figure 6.17.

34 —+— Low TransL eader

---W---High Transl eader

Social Support Perception
)
U

Low Self-efficacy High Selfefficacy

Figure 6.17. Simple Slope Graph

Simple slope analysis reveals that when there is low leader support (below
the mean 1 SD), self-efficacy has a positive effect on the perception of social
support, whereas in the existence of high leader support (above the mean 1
SD), self-efficacy does not have a significant effect on the perception of social
support. Simple slope analysis reveals that leader support has a moderator role in
the effect of self-efficacy on perceived social support. In the light of the findings,
the research hypothesis was supported.
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MODERATION EFFECT ANALYSIS WITH AMOS

As the readers will recall, in the hierarchical regression analysis regarding
the effect of the moderator variable, the research question was determined as
“Does leader support have a moderator role in the effect of self-efficacy on
the perception of social support?”. We will conduct our analysis on the same
research question.

First of all, we open the “Data-3.sav” file (You can access this file at www.
indataanalysis.com).

Let’s recall the model for our research question:

W
Leader
Support
X v R Y
Self Efficacy Social Support

Figure 6.18. Research Model

The statistical representation of our research question is presented below.

Self
Efficacy a
Leaser b _ Social
Support Support
c
X W

Figure 6.19. Statistical Representation of Moderator Variable Model

To test the relevant model, it is firstly necessary to draw it on AMOS. The
model drawing process will not be described again here. However, readers who
wish can refer to the previous model drawing section (Chapter 3). The model to
be tested for the moderation effect is presented in Figure 6.20.
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'l eaderSuppol

SocialSupport

interaction

ZSelfEfficacy

Figure 6.20. AMOS Drawing of the Moderation Effect Model

As can be seen in the figure, the above model has basically been drawn
on AMOS. However, before drawing the model, the interaction term must first
be created on SPSS. The process of creating the interaction term was explained
before in the section on Moderation analysis with SPSS.

As can be observed, while drawing the model, the independent variable
self-efficacy, the regulatory variable leader support, and the interaction term
obtained by multiplying these variables were drawn as exogenous variables. The
values of the independent variable, moderator variable, and interaction variable
used in the analyses were normalized. Since the normalization of variables was
described earlier section in the analysis with SPPS, it will not be repeated here.
All these exogenous variables were also covariated by connecting with a double
arrow. The coefficients after loading the relevant data and entering the analysis
settings are presented in Figure 6.21. The same values are presented in tabular
form in Table 6.11

£ Amos Output - 0 X
gwes -7 -0 -[FOE@:Q

‘Estimates (Group number 1 - Default model) A

Scalar Estimates (Group number 1 - Default model)
Maximum Likelihood Estimates

Regression Weights: (Group number 1 - Default model)

Estmate SE. CR P Label
SocialSupport < ZLeaderSupport 691 206 3343
SocialSupport <---  ZSelfEfficacy 918 210 4375
SocialSupport <-—-  interaction 71180 3732

Standardized Regression Weights: (Group number 1 - Default model)

Estimate
SocialSupport <~ ZLeaderSupport 219
SocialSupport <e--  ZSelfEfficacy 21
SocialSupport <--- interaction 234

Covariances: (Group number 1 - Default model)

Estimate SE.  CR. P Label
ZleaderSupport <> ZSelfEfficacy 346 072 4815
Goup e ISelffficacy <> interaction 29 0% 3002 003
ZLeaderSupport <--> interaction =113 075 1,513 130

Correlations: (Group number 1 - Default model)

Estimate
TLeaderSupport <> ZSelfEfficacy 348
ZSelfEficacy <> interaction -209
TLeaderSupport <> interaction -104 v

Figure 6.21. “Estimates” tab after analysis
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Table 6.11. Results for “Estimates”

Estimates (Group number 1 - Default model)
Scalar Estimates (Group number 1 - Default model)
Maximum Likelihood Estimates

Regression Weights: (Group number 1 - Default model)

Estimate S.E. CR. P Label
SocialSupport <---  ZLeaderSupport |.691 206 3.348 k¥
SocialSupport <---  ZSelfEfficacy 918 210 4375  kxx
SocialSupport <--- interaction .671 180 3.732 wwx
Standardized Regression Weights: (Group number 1 - Default model)
Estimate
SocialSupport <--- ZLeaderSupport 219
SocialSupport <--- ZSelfEfficacy 291
SocialSupport <--- interaction 234

Covariances: (Group number 1 - Default model)

Estimate S.E. C.R. P Label
ZLeaderSupport ~ <--> ZSelfEfficacy | .346 072 4815  *kx*
ZSelfEfficacy <--> interaction -.229 .076  -3.002 .003
ZlLeaderSupport ~ <--> interaction -.113 075  -1.513 130
Correlations: (Group number 1 - Default model)
Estimate

ZLeaderSupport ~ <--> ZSelfEfficacy | .348

ZSelfEfficacy <--> interaction -.209

ZLeaderSupport <--> interaction -.104

Variances: (Group number 1 - Default model)

Estimate S.E. C.R. P Label
ZLeaderSupport 995 .096 10.368 Ak
ZSelfEfficacy 995 .096 10.368 oAk
Interaction 1.202 116 10.368 HAK
el 7.996 771 10.368 wA*

As can be seen from the values in the table, the standardized effect of
self-efficacy on social support is 0.291. The effect of leader support is found to
be 0.219 and the effect of the interactional term is 0.234. The “p” values in the
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regression table show that all these coefficients are significant. As a result, it can
be said that leader support has a moderator role in the effect of self-efficacy on
the perception of social support. A simple slope graph can be drawn to understand
how this role is achieved. The estimation and standard error variables in the
regression table are used while plotting the slope graph. The process by which
this graph is drawn has been explained in detail in the previous example of
moderation effect analysis with SPSS. Again, the results here are assigned in the
relevant Excel table, and the slope graph is drawn and interpreted.
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ANALYSIS OF THE MODERATOR VARIABLE EFFECT
WITH PROCESS MACRO

The moderator variable affects the strength of the relationship between two
variables (dependent and independent variable). The effect of the independent
variable on the dependent variable is formed by the strength of the moderator
variable. In other words, moderation is used for triying to show that a variable
changes the relationship between the independent and dependent variables.
Therefore, analysis for the moderator variable is a way of determining whether
it affects the strength or direction of the relationship between the independent
and dependent variables as a third variable.

In the figure illustrated below, a model was established stating that the
relationship between two variables differs according to the level of a third
variable. In models for the moderator variable, as the strength/intensity of
the moderator variable (low, medium, and strong) changes, the effect of the
independent variable on the dependent variable will also change in line with
these values.

As readers will recall, in the hierarchical regression analysis regarding
the effect of the moderator variable, the research question was determined as
“Does leader support have a moderator role in the effect of self-efficacy on
the perception of social support?” We will conduct our analysis on the same
research question.

First, we open the “Data-3.sav” file (You can access this file at www.
indataanalysis.com).
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Let’s recall the model for our research question:

W
Leader
Support
X v . Y
Self Efficacy Social Support

Figure 6.22. Research Model

The statistical representation of the research problem is presented below.

Self
Efficacy a
Leaser b N Social
Support | Support
¢
X W

Figure 6.23. Statistical Representation of the Research Model
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MODERATION ANALYSIS WITH SPSS

The following steps will be followed to perform analysis for the
determination of the moderation effect with the Process Macro proposed by
Andrew F. Hayes.

Click that option: the Analyze ---> Regression ----> PROCESS v3.4 by
Andrew F. Hayes...

Analyze -_PiredMarketing Graphs  Utilities Add-ons  Window  Help

Regonk@ L4 E E = ;_?7\ j U
Descriptive Statistics y =2 = EE e L k
Custom Tables »

Compare Means bl var var var
General Linear Model »

Generalized Linear Models »

Mixed Models »

Correlate 3

Regression ' | [E Automatic Linear Modeling...

Loglinear » E:i Linear...

Neural Networks }

[ curve Estimation...
Classi »
y [ Partial Least Squares...

Dimension Reduction }
- PROCESSv3.4 by Andrew F. Hayes
Srale »

Figure 6.24. SPSS “Analyze” Screen

In the window that opens, we assign the relevant variables.

@ PrOCESSI24 ®
Variables: ¥ variable: m ) .
& TransforLeader *  [# socaisuppen The depeﬂdem:. v analble 1s
e transferred to this section. In
- Emwu our research, the wvariable
- “Perception of  Social
L EiEL Support”is transferred to this
section.
e independent variable is
- | The independent variabl
transferred to this section. In
The “Model numher™ our research, the "Self-
ox is set to 1 P—— Efficacy" V?nable_ is
transferred to this section.
1" Hodel number. - The moderator variable is
e H = transferred to this section.
"E;;;;;"';g'l;t;;“ In our research, the "Leader
95 - Support" variable is
Moderator variable W i i
transferred to this section.
Number of bootstrap samples -

5000 2
Save bootstrap estimates -

Moderator variable Z

Bootstrap inference for model coefficients Do notuse PASTE bufion

(Lox J[(paste | (Beset] [gancat] e |
Figure 6.25. “PROCESS Macro” Screen
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After the above processes are completed, the “Options” tab is selected.
The actions to be taken are presented below.
) x
Show covariance matrix of regression coefficients  Heleroscedasticity-consistentinference  On the screen that opens:

None ~  “Generate code for
visualizing interactions™

i (¥ Generate code forvisualizing interactions

[1Show total eflect model (only models 4, 6, 80, 81, 82)

Decimal places in output
4

Pairwise contrasts of indirect effects y ' “All varizbles that define
Moderation and conditioning products“ boxes are
Effect size (mediation-only models) selected and the

Standardized coefficients (mediation-only models)

The Continue bufton is
Probe interactions.. pressed
Mean center for construction of products ifp<.10 -

| Testfor X by Minteraction(s)

oo Sl 3 Conditioning values
i| ® Allvariables tat define products ® 16th, 50tn, 84th percentiles

() Only continuous variables that define products ©)-1SD, Mean, +1SD

Johnson-Neyman output
Many options available in PROCESS through command

syntax are not available through this dialog box. See
Appendices A and B of hitp:iwww.guilford.comip/hayes3

Continue || Cancal

Figure 6.26. “Options” Screen

It may take some time for the outputs to be generated, as the bootstrap
technique is used to calculate standard errors and confidence intervals. After the
outputs are displayed on the screen, the findings are interpreted and reported.

In 5-10 seconds, the screen in Figure 6.27 will appear as the SPSS output
and then the outputs will appear on the screen.

DATASET ACTIVATE DataSetl.
* Encoding: UTF-8.

/* PROCESS versiom 3.4 */.

/* Written by Andrew F. Hayes */.

/* www.afhayes.com */.

/* www.processmacro.org */.

/* Copyright 2019 by Andrew F. Hayes */.

/* Documented in http://www.guilford.com/p/hayes3 */.

/* PROCESS workshop schedule at http://www.processmacro.org/workshops.html */.

/* Distribution of this code in any form, except through processmacro.org, is prohibited */.
/* without the permission of the copyright holder */.

/* THIS SOFTWARE IS PROVIDED "AS IS", WITHOUT WARRRNTY OF RNY KIND */.

/* EXPRESS OR IMPLIED, INCLUDING BUT NOT LIMITED TO THE WARRANTIES OF */.

/* MERCHRNTABILITY, FITNESS FOR A PRRTICULAR PURPOSE AND NONINFRINGEMENT */,
/* IN NO EVENT SHALL THE COPYRIGHT HOLDERS BE LIABLE FOR RNY CLAIM, */.

/* DRMAGES OR COTHER LIABILITY, WHETHER IN AN ACTICN OF CCNTRACT, TORT */.

/* CR COTHERWISE, ARISING FRCM, CUT OF CR IN CONNECTICN WITH THE */.

/* SOFTWRRE OR THE USE OR OTHER DEALINGS IN THE SOFTWARE */.

/* USE OF THIS SOFTWARE IMPLIES AGREEMENT WITH THESE TERMS */.

set printback=cff.

Figure 6.27. SPSS Output Screen
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Table 6.12. Results showing the role of the moderator variable
(Leader Support) in the effect of the independent variable (Self-Efficacy)
on the dependent variable (Percepnon of Social Support):

e o ke e Rk ke kR kR ko kR
Model | = Model number of the study

¥ : SocialSu

L S‘!lf_Effl}Vnnhblas inclided in the research

W : LeaderSu
Sample

ize: 2lg=— Sample Size

OQUTCOME VARIABLE:

SocialSu

Model Summary
R R=sq MSE F dfl df2 -]
L, 4388 L1926 8,1470 16,8527 3,0000  212,0000 , 0000
95% CI, Confidence Interval

Model

coeff =e t P LLCI ULCI
constant 14,2601 ,2041 §9,8730 , 0000 13,8578 14,6624
selfeffi Patha , 1188 L0273 4,3447 , 0000 064G L1727
Leadersa Path b | 1665 L0501 3,3243 L0010
H 1 Pathc , 0210 , 0057 3,7055 , 0003

* Interaction Variable
Product terms key:

S . Meoderation Effect is Significant
Ent_i : Selfsiii = LeadesS¥ iConfidence interval does not include Zero (1))

Test(s) of hi g‘aes. order unconditional interaction(s):

("2 chng | r dfl af2 .

: 23.i 13,7308 1,0000  212,0000 ,0003
"\ Additional variance explained In the

nferaction variable

In the table above, findings are shown in terms of whether leader support
has a moderator effect on the effect of self-efficacy on the perception of social
support. The significance and effect of the moderation effect are determined
by interpreting the findings in the “Int_I” line (path c). In this example, the
effect of the interaction variable (Int I) is significant and is contained within
the suggested confidence interval (B = 0.0210, 95%, CI [LLCI=0.0098,
ULCI=0.0321], t=3.7055, p<0.05). This finding reveals that leader support has
a moderator effect.

The significance of the effect is understood from the fact that the p-value is
less than 0.05 (p=0.0003) and the effect is in the suggested confidence interval
[(between the lower limit value (LLCI=0.0098) and the upper limit value
(LLCI=0.0098) and zero (0) is not included]).
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Table 6.13. Results showing the effect of the independent variable (Self-Efficacy) on
the dependent variable (Perception of Social Support) when the interaction variable
has Low, Medium, and High values:

Focal predict: SelfEffi (X)
Mod war: LeaderSu (W)

Conditional effects of the focal predictor at values of the moderator(s):
The effect is not significant when the interaction valie is low

LeaderSu i Effect a= t
Low -4,093¢ , 0330 L0324 1,0202
Medium 2064 | 1378 | 0287 4,7944
High 3,0%084 07 L0382 5,2516

I I
Effects of the interaction Significance Valwe  93%: CT, Confidence

variable  at  different Interval
levels  (low, medinm,
high)

As readers will remember, we stated that in models for the moderator
variable, as the strength/intensity of the moderator variable (low, medium, and
strong) changes, the effect of the independent variable on the dependent variable
also changes according to these values. The table above shows the changes
according to these values. The first line shows the effect of self-efficacy on the
perception of social support when the leader support is low, the second line is
moderate leader support, and the third line is high leader support.

Table 6.14. Data required for graphical representation

DATA LIST FREE/

—_
SelfEffi LeaderSu SocialSu
BEGIN DATA.
-8,5541 =4,0936 13,2959
1,44358 -4,0936 13,6263
g,4458 -4, 0036 13,8807
-8, 5541 ,9064 13,2321 .
1,44359 9064 14,6102 Dﬂfﬂ rgqu'ﬂ'gd
9, 4459 ,0064 15,7128 ~— Jorgraphical
-8,5541 3,9064 13,1937 represenmfion
1,44589 3,9064 15, 2006
g, 4459 3, 9064 16, 8060
END DATA.
GRAPH/SCATTERPLOT=
SelfEffi WITH SocialSu BY LeadezSu .

il
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The table above shows the data required to create a graphical representation
(simple slope graph). These data will be used in the reporting the findings.

To see the moderation effect graphically, a simple slope graph should be
drawn. This graph is used in the reporting of research findings. While a simple
slope graph could be drawn in “Excel” with regression analysis, this graph can
also be drawn in SPSS with the plugin in Process Macro. The following steps
will be followed for drawing the graph via SPSS:

First, the data in the SPSS output are copied.

Table 6.15. Data required for graphical representation

A EmmEEEEmAEEsmsssemmsssmEssEEEANEEAeNSsemSassEmssEEmAEEEAtEssemSsssmmsstEmsseEsssessemsssmmmssen s —

Data are selected and

Cut ___copied by double-
Copy clicking on the sereen.
Paste
Delete

First, a new Syntax table opens. To open the syntax table;
File ---> New ----> Syntax... option is selected.

Q VeriSeti-3.sav [DataSet1] - IBM SPSS Statistics Data Editor

Ejle Edit View Data Transform  Analyze  Direct Marketing

New «—@ * | @ Data
Open @—') (&) Syntax

} >
Open Database © Output
(&) Read Text Data... ,
(&9 Script

Figure 6.28. Opening the Syntax Screen
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The data we copied is pasted into the Syntax screen that opens.

&5 Syntax1 - IBM SPSS Statistics Syntax Editor

Eile Edit View Data Transform  Analyze  Direct Marketing Graphs  Utilites Add-gns  Run

HE M e~ FELA 8 PO O
llllEloont- ....... ——

DATALIST 1 'i? DATA LIST FREE/
BEGIN DATA 2 )| SelEfi LeaderSu SocialSu
3 5|BEGIN DATA.
4 85541 40936 13,2959
5 14459 40036 13,6263
6 94459 -4.0936 13,8907
7 85541 9064 13,2321
8 14459 9064 14,6102
9 94459 9064 157128
10 -8,5541 39064 13,1937
11 14459  3.9084 152006
12 94459 3.9064 16,8060
13 £)|END DATA.
14 ' |GRAPH/SCATTERPLOT= i
15>l§ SelfEfi WITH  SocialSu BY LeadetSu_E

Figure 6.29. Syntax Screen

After the copy process is complete, Run ---> All.... option is selected.

3 *Syntax - IBM SPSS Statistics Syntax Editer -

File Edt View Data Transform Anahze DirectMarkeing Graphs  Uiifies  Add-ons _ Run  Tools Wi Help
= [ = | 9 4
SHE M e v AL 0N D ‘—( f)
: " . . P Selection
HE A7 00 i u Cls'-
t = E Through b
DATALIST 1 [DATA LIST FREE/ Sme = .
BEGIN DATA 2 0| SelER LeaderSu SocialSu @ Confinue StieF
3 ﬁ-‘ BEGIN DATA. Active DataSet ¥
A A EEA1 A MEER 1% 2GRS

Figure 6.30. SPSS “Run” Screen
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When this process is completed, the graphical representation in Figure
6.31 will be created in SPSS’s Output file (SPSS output).

17.00-] L
16,00
=] -"‘A
1]
[}
= 1500
o
w»
14,00 o
- R kS
= 4
13,00 ™
T T T T T
-10,00 +5,00 00 5.00 10,00
SelfEffi

Figure 6.31. Graphical Display

Leader support:

LeaderSu
©.4.08—p LOW

L LY H
39 }i}hllgiillum

Shows the
effect size

Although the table above provides researchers with a graphical
representation of the effect of the moderation variable, it is not sufficient for
reporting. For this reason, actions will be taken to increase the visuality.

First of all, the SPSS output is opened and the graphical display is prepared
for operation by double-clicking.

17,00

SocialSu

13,0071

T
00 5,00 10,00

"""" * sereen. After the blue screen, the
variable name is assigned. In our
example, High was selected in
this section

The same process is performed for
each variable and the variable names
planned to see in the simple slope
graph are assigned. The sections to

Figure 6.32. Graphical Display, Editing-1



202 ¢ ¢ REGRESSION, MEDIATION/MODERATION, AND STRUCTURAL EQUATION . . .

B Chart Editor - [m] *

File Edit View Options Elements Help

oo DXYREFABS B LY COL Eeilan &I
b B I = § 3 A\ Il —r

@ ALy

17,004 Le:ldelSu
OLlow
ot
High
“Add  interpolation
16,00
line” ¥4 s selected
s on the Chart Editor
w
2 1500 SCreen.
@
14,007
o
Q
13,004
T T T T T
10,00 5.00 o 500 1000
SelfEffi

Figure 6.33. Graphical Display, Editing-2

The following procedures are implemented according to the preference of
the researcher. The following screen shows a preferable example.

B [Pt % The following operations are
e : rw::' ;:T—E:. EC CEDL BRUn Rl performed on the Properties
b ey | sCreen:
B auw Bk b9 - . ;:i'.—f’-in-_-—h-T}pF Squarz @
1 b=yl l:»:'!:r.'d" Wi —1 =
Itis selected and the = _ B Border Wit = 15
. Properties screen on W= —W Fill =Black
S s Bo.—Smemes— Border = Black
AL [ [ | [ IS
EEEE

Similar operations

are performed for
A — Low, Medium and
High, and the
T Apin” bulton s

selected after each
im0 = M " o m“ﬂﬂ

el Sy

Figure 6.34. Graphical Display, Editing-3
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After the processes are completed, we close the screens by clicking on x in

the upper right corner of all screens.

[ Chart Editor - o ®
D= VWi Oolons TEMMBURS 2 HeD M'"Wmmm
oo DXYEABRP D LEY Ce@e EaUSG 20— 7“
- B I - - —- Preview Marker
i la, 9 Lip Size
® Wik ek ] =
LoadwrSu .
17,0071 Barder fidh
- W Lo heil
v M 15
/ * b
o — It pesiation Line [
£ =
“ W |
18,00 s
: a.. HE
. o e ==llll
s s . 0.0}
~
I L] b
% 15001 7 e
o ra a
w P e
T
AL
5 e (0,0,0)
14,00 Lt
£
i
z (guss) (o]
e (i
13,007
T T T T T
10,00 -5,00 el 500 10,00
SelfEffi

Figure 6.35. Graphical Display, Editing-3

When all operations are completed successfully, the following simple
slope graph will be seen in the output of SPSS.

— LaaderSu
B Lew
L T
’ * Hon
s = Interpoiation Line
s
/
18,00 4
/
» L]
# ra
’ A
F]
L] - <
2 ;
- 150 / -~
o r .
w - -~
14,001
13,001
T T T T T
10,00 £00 - £00 10,00
SelfEMfi

Figure 6.36. Simple Slope Graph
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Interpreting a simple slope graph

As the readers will remember, there is a table in the outputs of SPSS that
shows the effect of the moderation effect in low, medium, and high situations.
The table below shows this effect.

Table 6.16. Effect of Moderation on Low, Medium, and High Situations

Focal predict: SelfEffi (X)
Mod war: LeadsrSu (W)

Conditional effects of the focal predictor at values of the moderator(s):
The effect 15 not significant wien the iteraction value is

Leadersu | Effect | se t p [ +ndfTun. ULGE.,
Low -4 go3¢ § L0330 § 0324 1,0202 .. 3088 i-,0308 0969 i
Medinm o064 ,1378 | 0287 4,7944 §

High 3,0064 § ,2007 } 0382 5,2516
.................. " 1 . Y
Effects of the inferaction Significance Value  95% CT, Confidence
variable at  different Interyal
levels  (low,  miedinm,
lgh)

This data on is shown on a simple slope graph.
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Figure 6.37. Effects of Moderator Variable

Please pay attention to the simple slope graph in Figure 6.37; when the
interaction effect is low (=0.2007, p<0.05), the slope is close to a straight line.
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This line indicates that there is no significant effect when the interaction effect is
low. In cases where the interaction effect is high (p=0.0330, p<0.05) or moderate
(B=0.1378, p<0.05), the slope has a vertical appearance. In this case, the effect
is significant when the interaction effect is high and medium. The greater the
slope, the greater the effect. The graph in the simple slope graph corresponds to
the findings in the slope analysis.
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REPORTING RESEARCH FINDINGS

After the simple slope graph has been created, the process of reporting the
findings can begin.

The regression method proposed by Baron and Kenny [3] is commonly used
in the testing of moderation hypotheses. However, the extant empirical literature
indicates that this approach does not give strong enough statistical values
and has many potential shortcomings [5,6,7,8]. Therefore, the contemporary
approach, “Process Macro” software developed by Hayes [5] as an add-on to
SPSS, was used to test the research hypotheses. In the Process Macro method,
5000 resampling options were preferred with the bootstrap technique.

Regression results for determining the moderator effect of leader support
on the effect of self-efficacy on the perception of social support are presented in
Table 6.17.

Table 6.17. Regression Results

Variables B SH P t LLCI ULCI
(Constant 14260 .2041 .000  69.874 13.857 14.662
Self Efficacy (X) 1188 .0273 .000 4.3447 .0649 1727
Leader Support (W) 1665 .0501 .001 3.3243  .0678 2652
Interaction Variable (X*W) .0210 .0057  .000  3.7055 .0098 .0321
R 4388
R? .1926
Adjusted R? .0523

Table 6.17 shows that all the variables included in the study explain
approximately 19% of the change in the perception of social support.
Furthermore, the additional variance explained by the interaction variable is
approximately 5%. In addition to these findings, self-efficacy (= 0.1188, 95%
CI= [0.0649, .1727], t=4.3447, p<0.05) and leader support (= 0.1665, 95%
CI=[0.0678, 0.2652], t =3.3243, p<0.05) were found to have a significant and
positive effect on the perception of social support. In addition, the findings
reveal that the interaction effect of the moderator term (Self-efficacy * leader
support) on the perception of social support is significant (B= 0.0210, 95% CI=
[0.0098, 0.0321], t=3.7055, p<0.05). According to these results, leader support
has a moderating effect on the effect of self-efficacy on the perception of social
support. Aiken et al. [2] suggested that a graphical representation should be
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created to visually consider the possible results of moderation effect tests.

Therefore, the simple slope graph is presented in Figure 6.38.
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Figure 6.38. Simple Slope Graph

In cases where leader support is high (=0.0330, p<0.05) or moderate
(B=0.1378, p<0.05), the effect of self-efficacy on the perception of social
support is significant. However, the effect of self-efficacy on the perception of
social support is not significant in cases where leader support is low (=0.2007,
p>0.05). These results reveal that as leader support increases, the effect of self-
efficacy on the perception of social support will also increase. Leader support
has a moderator effect on the effect of self-efficacy on the perception of social

support.
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